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Abstract:

We start with a brief discussion about the main ideas standing behind optimization methods. These
methods can be roughly divided into gradient-based algorithms (such as gradient descent) and
gradient-free methods (stochastic search, evolutionary algorithms, genetic algorithms).

The second part of the talk is devoted to evolutionary games. Evolutionary Game Theory (EGT)
is a subdiscipline of Game Theory, that has been founded in 1970’s by Maynard Smith and oth-
ers, inspired by Darwin’s theory of evolution. Although EGT has been founded with a view on
biological applications, later it gained various interpretations and attracted interest from Sociol-
ogy, Cognitive Science and even Philosophy and Law. Indeed, the evolution is not exclusively
biological concept, one might talk about, say, cultural evolution, or evolution of moral norms.

We will explain that evolutionary dynamics can be viewed as a process of collective learning,
implementing optimization algorithms on statistical manifolds (i.e. on spaces of probability dis-
tributions). In other words, the population that evolves tends to learn an optimal probability distri-
bution. We will tackle the following questions:

a) What the population tends to minimize in the course of an evolutionary game?

b) How individuals within the population contribute to this collective goal, by following their
simple behavioral rules?

Finally, we will very briefly mention potential applications of these paradigms and models in fields
of Artificial Intelligence and Machine Learning.
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