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We deduce continuity properties for pseudo-differential opera-
tors with symbols in Orlicz modulation spaces when acting on 
other Orlicz modulation spaces. In particular we extend well-
known results in the literature. For example we generalize the 
classical result by Cordero and Nicola that if
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and a ∈ Mp,q, then the pseudo-differential operator Op(a) is 
continuous from Mp1,q1 to Mp′

2,q
′
2 .

We also show that the entropy functional Eφ possess suitable 
continuity properties on a suitable Orlicz modulation space 
MΦ satisfying Mp ⊆ MΦ ⊆ M2, though Eφ is discontinuous 
on M2 = L2.
© 2023 The Author(s). Published by Elsevier Inc. This is an 

open access article under the CC BY license (http://
creativecommons .org /licenses /by /4 .0/).

* Corresponding author.
E-mail addresses: anupam.gumber@univie.ac.at (A. Gumber), n.rana22@imperial.ac.uk (N. Rana), 

joachim.toft@lnu.se (J. Toft), ruya.uster@istanbul.edu.tr (R. Üster).
https://doi.org/10.1016/j.jfa.2023.110225
0022-1236/© 2023 The Author(s). Published by Elsevier Inc. This is an open access article under the CC 
BY license (http://creativecommons .org /licenses /by /4 .0/).

https://doi.org/10.1016/j.jfa.2023.110225
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/jfa
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jfa.2023.110225&domain=pdf
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
mailto:anupam.gumber@univie.ac.at
mailto:n.rana22@imperial.ac.uk
mailto:joachim.toft@lnu.se
mailto:ruya.uster@istanbul.edu.tr
https://doi.org/10.1016/j.jfa.2023.110225
http://creativecommons.org/licenses/by/4.0/


2 A. Gumber et al. / Journal of Functional Analysis 286 (2024) 110225
0. Introduction

Pseudo-differential operators are important in several fields of science and technology. 
In the theory of partial differential equations, they are convenient tools for handling 
various kinds of problems, e.g. parametrix constructions, micro-local properties and in-
vertibility of (hypo-)elliptic operators. In time-frequency analysis, pseudo-differential 
operators appear for example when modelling non-stationary filters.

A pseudo-differential operator is a rule in which for every function or distribution a
(the symbol), defined on the phase space (or time-frequency shift space) R2d assigns a lin-
ear operator Op(a) acting on functions or distributions defined on Rd. The assumptions 
on the symbols, domains and ranks for the pseudo-differential operators, usually resem-
ble on structures where they are applied. Therefore, in the theory of partial differential 
operators, one usually assumes that the symbols are smooth and that differentiations of 
the symbols lead to more restrictive growth/decay properties at infinity.

When using pseudo-differential operators for modelling time-dependent filters in time-
frequency analysis, any similar assumptions on smoothness are usually not relevant. Here 
it is more relevant to assume that the involved symbols, inputs and outputs (i.e. the filter 
constants, ingoing signals and outgoing signals) should fulfill conditions on translation 
and modulation invariance, as well as certain energy estimates of the time-frequency 
content. This leads to that the involved functions and distributions should belong to 
suitable modulation spaces a family of functions and distribution spaces, introduced by 
Feichtinger in [8]. The theory of such spaces was thereafter extended in several ways (see 
e.g. [7,9–11,13,35,37,40,42] and the references therein).

Recently, some investigations of Orlicz modulation spaces have been performed in 
[34,45,46]. Such spaces are obtained by imposing an Orlicz norm estimates on the short 
time Fourier transforms of the involved functions and distributions. By the definition 
it follows that the family of Orlicz modulation spaces contain all classical modulation 
spaces Mp,q

(ω)(R
d), introduced by Feichtinger in [8], which essentially follows from the fact 

that the family of Orlicz spaces contains all Lebesgue spaces. (See [21] and Section 1 for 
notations.) On the other hand, the Orlicz modulation spaces becomes a subfamily of 
broader classes of modulation spaces, given in e.g. [9,30,31].

A question which might appear is whether there are relevant situations where it is 
fruitful to search among Orlicz modulation spaces to deduce sharper estimates compared 
to classical modulation spaces. For example, consider the entropy functional on short-
time Fourier transforms

E(f) = Eφ(f) ≡ −
¨

R2d

|Vφf(x, ξ)|2 log |Vφf(x, ξ)|2 dxdξ + ‖Vφf‖2
L2 log ‖Vφf‖2

L2 . (0.1)

Here φ ∈ S (Rd) \ 0 is fixed, and as usual we set

0 log 0 ≡ lim t log t = 0.

t→0+
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We recall the entropy condition

Eφ(f) � d
(
1 + log(π2 )

)
, when ‖f‖L2‖φ‖L2 = 1, (0.2)

which is essential in certain types of estimates of the kinetic energy in quantum systems 
(see e.g. [23–26] and the references therein).

For the Orlicz modulation space

MΦ(Rd), Φ(t) = −t2 log t, 0 � t � e−
2
3 , (0.3)

we observe that the Young function Φ resembles with the structures of the entropy 
functional Eφ. A question then appear whether the space in (0.3) is better designed as 
domain for Eφ, compared to the strictly larger space M2(Rd) = L2(Rd), which is usually 
taken as the domain for Eφ (cf. [23,24]).

We also notice that MΦ(Rd) in (0.3) makes sense, while

LΦ(Rd), Φ(t) = −t2 log t, 0 � t < ∞ (0.4)

does not makes sense as an Orlicz space. (See Theorem 3.1 and Lemma 3.2 in Section 3
for details.)

In the first part of the paper we investigate mapping properties for pseudo-differential 
operators Op(a) with symbols a belonging to suitable modulation spaces or Orlicz mod-
ulation spaces, when acting on Orlicz modulation spaces. In particular we find suitable 
conditions on the Young functions Φj, Φ, Ψj and Ψ, j = 1, 2, in order for the pseudo-
differential operators

Op(a) : MΦ1,Ψ1(Rd) → MΦ∗
2 ,Ψ

∗
2 (Rd) (0.5)

and

Op(a) : MΦ∗,Ψ∗
(Rd) → WΦ,Ψ(Rd) (0.6)

are well-defined and continuous.
For example, the following two propositions are consequences of Theorems 2.9 and 

2.10 in Section 2. Here and in what follows we let p′ ∈ [1, ∞] be the conjugate Lebesgue 
exponent of p ∈ [1, ∞], i.e. p and p′ should satisfy 1

p + 1
p′ = 1, and similarly for other 

Lebesgue exponents.

Proposition 0.1. Let p, q ∈ [1, ∞] be such that q � p and p > 1. Also let Φj , Ψj : [0, ∞] →
[0, ∞], j = 1, 2, be such that t �→ Φj(t

1
p′ ) and t �→ Ψj(t

1
p′ ) are Young functions which 

fulfill the Δ2-condition, and

Φ1(t),Φ2(t) � tq
′

Ψ1(t),Ψ2(t) � tq
′
, t � 0,
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and

Φ−1
1 (s)Φ−1

2 (s) � s
1
p′ +

1
q′ , Ψ−1

1 (s)Ψ−1
2 (s) � s

1
p′ +

1
q′ , s � 0.

If a ∈ Mp,q(R2d), then Op(a) is continuous from MΦ1,Ψ1(Rd) to MΦ∗
2 ,Ψ

∗
2 (Rd).

Proposition 0.2. Let Φ and Ψ be Young functions which satisfy the Δ2-condition, and let 
a ∈ WΨ,Φ(R2d). Then Op(a) is continuous from MΦ∗,Ψ∗(Rd) to WΨ,Φ(Rd).

More generally, we deduce weighted versions of such continuity results, as well as re-
lax the assumptions on the Young functions in such way that they only need to fulfill 
a local Δ2-condition near origin (see Definition 1.7). The essential ingredient for such 
local condition is the fact that Orlicz modulation spaces are completely determined by 
the behaviour of the Young functions near the origin, and the involved weight functions. 
(See e.g. [46, Proposition 5.11].) Since Orlicz spaces contain Lebesgue spaces as special 
cases, it follows that Orlicz modulation spaces contain the classical modulation spaces. 
Hence, our results also lead to continuity properties for pseudo-differential operators act-
ing on (classical) modulation spaces. More specifically, by choosing the Young functions 
in Proposition 0.1 and involved weight functions in suitable ways, our main result Theo-
rem 2.9 in Section 2 includes the optimal result [4, Theorem 5.1] by Cordero and Nicola 
as special case. In the case of unweighted spaces [4, Theorem 5.1] can be expressed as in 
the following.

Proposition 0.3. Suppose that p, pj , q, qj ∈ [1, ∞], j = 1, 2, satisfy

1
p′

+ 1
q′

� 1
p1

+ 1
p2

,
1
p′

+ 1
q′

� 1
q1

+ 1
q2

, p1, q1, p2, q2 � q′, q � p,

and let a ∈ Mp,q(R2d). Then

Op(a) : Mp1,q1(Rd) → Mp′
2,q

′
2(Rd), (0.7)

is continuous.

Proposition 0.3 is a special case of Theorem 2.9 in Section 2. If in addition p > 1, 
then Proposition 0.3 also follows from Proposition 0.1. We also observe that for weighted 
(Orlicz) modulation spaces, Theorem 2.9 in Section 2 permits more general weights in 
the involved spaces, compared to [4, Theorem 5.1].

There are relevant situations where Proposition 0.1 and its extension Theorem 2.9 can 
be applied, while earlier classical results in e.g. [3,17,18,35–43] seem not to be applicable. 
For example it follows from Proposition 0.1 that if p > 2, a ∈ Mp,p′(R2d), then the map

Op(a) : MΦ(Rd) → MΦ(Rd), Φ(t) = −t2 log t, t ∈ [0, e− 2
3 ], (0.8)
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on Orlicz spaces in (0.3), is continuous. (See Example 2.11 in Section 2 and Remark 3.8
in Section 3.) Any similar continuity property is obviously not reachable from the inves-
tigations in [3,17,18,35–43].

In the last part of the paper we investigate continuity of the entropy functional Eφ

when acting on Mp(Rd) for p ∈ [1, 2] and MΦ(Rd) in (0.3). More precisely, in Section 3
we show that Eφ is continuous on MΦ(Rd) and on Mp(Rd) for p ∈ [1, 2), but fails to be 
continuous on M2(Rd). This might be surprising due to the dense embeddings

Mp(Rd) ⊆ MΦ(Rd) ⊆ M2(Rd), p < 2,

which shows that MΦ(Rd) in some sense is close to M2(Rd). See Theorem 3.1 and 
Lemma 3.2 for details.
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1. Preliminaries

In the section we recall some basic facts on Gelfand-Shilov spaces, Orlicz spaces, Orlicz 
modulation spaces, pseudo-differential operators and Wigner distributions. We also give 
some examples on Young functions, Orlicz spaces and Orlicz modulation spaces. (See 
Examples (0.8) and 1.17.) Notice that Young functions are fundamental in the definition 
of Orlicz spaces and Orlicz modulation spaces).

1.1. Gelfand-Shilov spaces

For a real number s > 0, the (standard Fourier invariant) Gelfand-Shilov space Ss(Rd)
(Σs(Rd)) of Roumieu type (Beurling type) consists of all f ∈ C∞(Rd) such that

‖f‖Ss,h
≡ sup

α,β∈Nd

(
‖xβ∂αf‖L∞

h|α+β|(α!β!)s

)
(1.1)

is finite for some h > 0 (for every h > 0). We equip Ss(Rd) (Σs(Rd)) by the canonical 
inductive limit topology (projective limit topology) with respect to h > 0, induced by 
the semi-norms in (1.1).

We have

Ss(Rd) ↪→ Σt(Rd) ↪→ St(Rd) ↪→ S (Rd)

↪→ S ′(Rd) ↪→ S ′
t(Rd) ↪→ Σ′

t(Rd) ↪→ S ′
s(Rd), 1 � s < t,

(1.2)

2
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with dense embeddings. Here A ↪→ B means that the topological space A is continuously 
embedded in the topological space B. We also have

Ss(Rd) = Σt(Rd) = {0}, s <
1
2 , t � 1

2 .

The Gelfand-Shilov distribution spaces S ′
s(Rd) and Σ′

s(Rd), of Roumieu and Beurling 
types respectively, are the (strong) duals of Ss(Rd) and Σs(Rd), respectively. It follows 
that if S ′

s,h(Rd) is the L2-dual of Ss,h(Rd) and s � 1
2 (s > 1

2 ), then S ′
s(Rd) (Σ′

s(Rd)) 
can be identified with the projective limit (inductive limit) of S ′

s,h(Rd) with respect to 
h > 0. It follows that

S ′
s(Rd) =

⋂
h>0

S ′
s,h(Rd) and Σ′

s(Rd) =
⋃
h>0

S ′
s,h(Rd) (1.3)

for such choices of s and σ, see [14,27,28] for details.
We let the Fourier transform F be given by

(Ff)(ξ) = f̂(ξ) ≡ (2π)− d
2

ˆ

Rd

f(x)e−i〈x,ξ〉 dx, ξ ∈ Rd,

when f ∈ L1(Rd). Here 〈 · , · 〉 denotes the usual scalar product on Rd. The Fourier 
transform F extends uniquely to homeomorphisms on S ′(Rd), S ′

s(Rd) and on Σ′
s(Rd). 

Furthermore, F restricts to homeomorphisms on S (Rd), Ss(Rd) and on Σs(Rd), and 
to a unitary operator on L2(Rd). Similar facts hold true with partial Fourier transforms 
in place of Fourier transform.

Let φ ∈ S (Rd) be fixed. Then the short-time Fourier transform Vφf of f ∈ S ′(Rd)
with respect to the window function φ is the tempered distribution on R2d, defined by

Vφf(x, ξ) = F (f φ( · − x))(ξ), x, ξ ∈ Rd.

If f, φ ∈ S (Rd), then it follows that

Vφf(x, ξ) = (2π)− d
2

ˆ

Rd

f(y)φ(y − x)e−i〈y,ξ〉 dy, x, ξ ∈ Rd.

By [40, Theorem 2.3] it follows that the definition of the map (f, φ) �→ Vφf from 
S (Rd) ×S (Rd) to S (R2d) is uniquely extendable to a continuous map from S ′

s(Rd) ×
S ′
s(Rd) to S ′

s(R2d), and restricts to a continuous map from Ss(Rd) ×Ss(Rd) to Ss(R2d). 
The same conclusion holds with Σs in place of Ss, at each occurrence.

In the following proposition we give characterizations of Gelfand-Shilov spaces and 
their distribution spaces in terms of estimates of the short-time Fourier transform. We 
omit the proof since the first part follows from [19, Theorem 2.7] and the second part 
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from [44, Proposition 2.2]. See also [6] for related results. Here and in what follows, 
A(θ) � B(θ), θ ∈ Ω, means that there is a constant c > 0 such that A(θ) � cB(θ) holds 
for all θ ∈ Ω. We also set A(θ) � B(θ) when A(θ) � B(θ) � A(θ).

Proposition 1.1. Let s � 1
2 (s > 1

2), φ ∈ Ss(Rd) \ 0 (φ ∈ Σs(Rd) \ 0) and let f be a 
Gelfand-Shilov distribution on Rd. Then the following is true:

(1) f ∈ Ss(Rd) (f ∈ Σs(Rd)), if and only if

|Vφf(x, ξ)| � e−r(|x|
1
s +|ξ|

1
s ), x, ξ ∈ Rd, (1.4)

for some r > 0 (for every r > 0).
(2) f ∈ S ′

s(Rd) (f ∈ Σ′
s(Rd)), if and only if

|Vφf(x, ξ)| � er(|x|
1
s +|ξ|

1
s ), x, ξ ∈ Rd, (1.5)

for every r > 0 (for some r > 0).

1.2. Weight functions

A weight or weight function on Rd is a positive function ω ∈ L∞
loc(Rd) such that 

1/ω ∈ L∞
loc(Rd). The weight ω is called moderate, if there is a weight v on Rd such that

ω(x + y) � ω(x)v(y), x, y ∈ Rd. (1.6)

If ω and v are weights on Rd such that (1.6) holds, then ω is also called v-moderate. We 
note that (1.6) implies that ω fulfills the estimates

v(−x)−1 � ω(x) � v(x), x ∈ Rd. (1.7)

We let PE(Rd) be the set of all moderate weights on Rd.
It can be proved that if ω ∈ PE(Rd), then ω is v-moderate for some v(x) = er|x|, 

provided the positive constant r is large enough (cf. [16]). That is, (1.6) implies

ω(x + y) � ω(x)er|y| (1.8)

for some r > 0. In particular, (1.7) shows that for any ω ∈ PE(Rd), there is a constant 
r > 0 such that

e−r|x| � ω(x) � er|x|, x ∈ Rd. (1.9)

We say that v is submultiplicative if v is even and (1.6) holds with ω = v. In the 
sequel, v and vj for j � 0, always stand for submultiplicative weights if nothing else is 
stated.
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We let P0
E(Rd) be the set of all ω ∈ PE(Rd) such that (1.8) holds for every r > 0. 

We also let P(Rd) be the set of all ω ∈ PE(Rd) such that

ω(x + y) � ω(x)(1 + |y|)r

for some r > 0. Evidently,

P(Rd) ⊆ P0
E(Rd) ⊆ PE(Rd).

1.3. Orlicz spaces

We recall that a function Φ : [0, ∞] → [0, ∞] is called convex if

Φ(s1t1 + s2t2) � s1Φ(t1) + s2Φ(t2),

when sj , tj ∈ R satisfy sj , tj � 0 and s1 + s2 = 1, j = 1, 2.

Definition 1.2. A function Φ0 from [0, ∞] to [0, ∞] is called a Young function if the 
following is true:

(1) Φ0 is convex;
(2) Φ0(0) = 0;
(3) lim

t→∞
Φ0(t) = Φ0(∞) = ∞.

A function Φ from [0, ∞] to [0, ∞] is called a quasi-Young function (of order p0 ∈ (0, 1]) 
if there is a Young function Φ0 such that Φ(t) = Φ0(tp0) when t ∈ [0, ∞].

We observe that Φ0 and Φ in Definition 1.2 might not be continuous, because we 
permit ∞ as function value. For example, if a > 0, then

Φ(t) =

⎧⎨⎩0, when t � a

∞, when t > a

is convex on [0, ∞] but discontinuous at t = a.
It is clear that Φ0 and Φ in Definition 1.2 are non-decreasing, because if 0 � t1 � t2

and s ∈ [0, 1] is chosen such that t1 = st2 and Φ0 is the same as in Definition 1.2, then

Φ0(t1) = Φ0(st2 + (1 − s)0) � sΦ0(t2) + (1 − s)Φ0(0) � Φ0(t2),

since Φ0(0) = 0 and s ∈ [0, 1]. Hence every (quasi-)Young function is increasing.

Definition 1.3. Let Φ be a (quasi-)Young function and let ω0 ∈ PE(Rd). Then the Orlicz 
space LΦ (Rd) consists of all measurable functions f : Rd → C such that
(ω0)
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‖f‖LΦ
(ω0)

≡ inf

⎧⎨⎩λ > 0 ;
ˆ

Ω

Φ
(
|f(x) · ω0(x)|

λ

)
dx � 1

⎫⎬⎭
is finite. Here f and g in LΦ

(ω0)(R
d) are equivalent if f = g a.e.

We recall that for any (positive) measure μ to a measurable set E, the Orlicz space 
LΦ(μ) is defined in similar ways as in Definition 1.3. (Cf. e.g. [29].)

We will also consider Orlicz spaces parameterized with two (quasi-)Young functions.

Definition 1.4. Let Φj be (quasi-)Young functions, j = 1, 2 and let ω ∈ PE(R2d).

(1) The mixed Orlicz space LΦ1,Φ2
(ω) = LΦ1,Φ2

(ω) (R2d) consists of all measurable functions 
f : R2d → C such that

‖f‖
L

Φ1,Φ2
(ω)

≡ ‖f1,ω‖LΦ2 ,

is finite, where

f1,ω(x2) = ‖f( · , x2)ω( · , x2)‖LΦ1 .

(2) The mixed Orlicz space LΦ1,Φ2
∗,(ω) = LΦ1,Φ2

∗,(ω) (R2d) consists of all measurable functions 
f : R2d → C such that

‖f‖
L

Φ1,Φ2
∗,(ω)

≡ ‖g‖
L

Φ2,Φ1
(ω0)

,

is finite, where

g(x, ξ) = f(ξ, x), ω0(x, ξ) = ω(ξ, x).

In most of our situations we assume that Φ and Φj above are Young functions. A few 
properties for Wigner distributions in Section 2 are deduced when Φ and Φj are allowed 
to be quasi-Young functions. The reader who is not interested of such general results 
may always assume that all quasi-Young functions are Young functions.

It is well-known that if Φ, Φ1 and Φ2 in Definitions 1.3 and 1.4 are Young functions, 
then the spaces LΦ

(ω0)(R
d) and LΦ1,Φ2

(ω) (R2d) are Banach spaces (see e.g. Theorem 3 of 
III.3.2 and Theorem 10 of III.3.3 in [29]). If more generally, Φ, Φ1 and Φ2 are quasi-
Young functions of order p0 ∈ (0, 1], then LΦ

(ω0)(R
d) and LΦ1,Φ2

(ω) (R2d) are quasi-Banach 
spaces of order p0. For the reader who is not familiar with quasi-Banach spaces we here 
give the definition.

Definition 1.5. Let B be a vector space. Then the functional ‖ · ‖B on B is called a 
quasi-norm of order p0 ∈ (0, 1], or an p0-norm, if the following conditions are fulfilled:
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(1) ‖f‖B � 0 with equality only for f = 0;
(2) ‖αf‖B = |α|‖f‖B for every α ∈ C and f ∈ B;
(3) ‖f + g‖p0

B � ‖f‖p0
B + ‖g‖p0

B for every f, g ∈ B.

The space B is called a quasi-Banach space (of order p0) or a p0-Banach space, if B is 
complete under the topology induced by the quasi-norm ‖ · ‖B.

We refer to [45, Lemma 1.18] for the proof of the following lemma.

Lemma 1.6. Let Φ, Φj be quasi-Young functions, j = 1, 2, ω0, v0 ∈ PE(Rd) and ω, v ∈
PE(R2d) be such that ω0 is v0-moderate and ω is v-moderate. Then LΦ

(ω0)(R
d) and 

LΦ1,Φ2
(ω) (R2d) are invariant under translations, and

‖f( · − x)‖LΦ
(ω0)

� ‖f‖LΦ
(ω0)

v0(x), f ∈ LΦ
(ω0)(R

d), x ∈ Rd ,

and

‖f( · − (x, ξ))‖
L

Φ1,Φ2
(ω)

� ‖f‖
L

Φ1,Φ2
(ω)

v(x, ξ), f ∈ LΦ1,Φ2
(ω) (R2d), (x, ξ) ∈ R2d.

In most situations we assume that the (quasi-)Young functions should satisfy the 
Δ2-condition (near origin), whose definition is recalled as follows.

Definition 1.7. Let Φ : [0, ∞] → [0, ∞] be a (quasi-)Young function. Then Φ is said to 
satisfy the Δ2-condition if there exists a constant C > 0 such that

Φ(2t) � CΦ(t) (1.10)

for every t ∈ [0, ∞]. The (quasi-)Young function Φ is said to satisfy local Δ2-condition
or Δ2-condition near origin, if there are constants r > 0 and C > 0 such that (1.10)
holds when t ∈ [0, r].

Remark 1.8. Suppose that Φ : [0, ∞] → [0, ∞] is a (quasi-)Young function which satisfies 
(1.10) when t ∈ [0, r] for some constants r > 0 and C > 0. Then it follows by straight-
forward arguments that there is a quasi-Young function Φ0 (of the same order) which 
satisfies the Δ2-condition (on the whole [0, ∞), and such that Φ0(t) = Φ(t) when t ∈
[0, r]).

Several duality properties for Orlicz spaces can be described in terms of Orlicz spaces 
with respect to Young conjugates, given in the following definition.

Definition 1.9. Let Φ be a Young function. Then the conjugate Young function Φ∗ is 
given by
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Φ∗(t) ≡

⎧⎪⎨⎪⎩
sup
s�0

(st− Φ(s)), when t ∈ [0,∞),

∞, when t = ∞.

(1.11)

Remark 1.10. Let p ∈ (0, ∞], and set Φ[p](t) = tp

p when p ∈ (0, ∞), and

Φ[∞](t) =

⎧⎨⎩0, t � 1,

∞, t > 1.

Then LΦ[p](Rd) and its (quasi-)norm is equal to the classical Lebesgue space Lp(Rd) and 
its (quasi-)norm. We observe that Φ[p] is a Banach space when p � 1 and a quasi-Banach 
space of order p when p � 1.

Due to the previous remark we observe that there are Young functions which are 
not injective and thereby fail to be invertible. In the following definition we define some 
sort of pseudo-inverses for any quasi-Young function, especially included such functions 
which are not invertible.

Definition 1.11. Let Φ : [0, ∞] → [0, ∞] be a (quasi-)Young function and let

t1 = sup{ t � 0 ; Φ(t) = 0 },
t2 = sup{ t � 0 ; Φ(t) < ∞}

and

s0 = sup{Φ(t) ; t < t2 }.

Then t1 is called the zero point and t2 is called the infinity point for Φ, and the essential 
inverse Φ−& : [0, ∞] → [0, ∞] for Φ is given by

Φ−&(s) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, s = 0,

t, s = Φ(t), t1 < t < t2,

t2, s � s0.

Example 1.12. We observe that if t1 = 0 and t2 = ∞ in Definition 1.11, then Φ is 
invertible and Φ−& agrees with the inverse Φ−1 of Φ. For example, for Φ[p] with p < ∞
in Remark 1.10 we have

Φ−&
[p] (s) = Φ−1

[p] (s) =

⎧⎨⎩(ps)
1
p , 0 � s < ∞,

∞, s = ∞.
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For p = ∞, the inverse to Φ[∞] does not exist, while the essential inverse becomes

Φ−&
[∞](s) =

⎧⎨⎩0, s = 0,

1, s > 0.

Another example of a Young function is

Φ(t) =

⎧⎨⎩tan t, 0 � t < π
2 ,

∞, t � π
2 ,

which also fails to be invertible. The essential inverse becomes

Φ−&(s) =

⎧⎨⎩arctan s, 0 � s < ∞,

π
2 , s = ∞.

We also observe that

Φ(t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, t = 0,

− t
ln t , 0 < t < 1,

∞, t � 1,

is a Young function which satisfies the Δ2-condition. Its essential inverse is

Φ−&(s) =

⎧⎨⎩Φ−1(s), 0 � s < ∞,

1, s = ∞.

We notice that the conjugate Young function of Φ is given by

Φ∗(t) =
(
t + 1

2 −
√

1
4 + t

)
e
− 1

t ( 1
2+

√
1
4+t )

,

when t � 0 is near origin.
We observe that each one of these Young functions gives rise to different Orlicz spaces.

We refer to [20,29,34] for more facts about Orlicz spaces.

1.4. Orlicz modulation spaces

Before considering Orlicz modulation spaces, we recall the definition of classical mod-
ulation spaces. (Cf. [8,9].)
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Definition 1.13. Let φ(x) = π− d
4 e−

|x|2
2 , x ∈ Rd, p, q ∈ (0, ∞], ω ∈ PE(R2d), and let Φ

and Ψ be (quasi-)Young functions.

(1) The modulation spaces Mp,q
(ω)(R

d) is set of all f ∈ S ′
1/2(Rd) such that

‖f‖Mp,q
(ω)

≡ ‖Vφf‖Lp,q
(ω)

(1.12)

is finite. The topology of Mp,q
(ω)(R

d) is induced by the norm (1.12).
(2) The Orlicz modulation spaces MΦ

(ω)(Rd), MΦ,Ψ
(ω) (Rd) and WΦ,Ψ

(ω) (Rd) are the sets of 
all f ∈ S ′

1/2(Rd) such that

‖f‖MΦ
(ω)

≡ ‖Vφf‖LΦ
(ω)

, ‖f‖MΦ,Ψ
(ω)

≡ ‖Vφf‖LΦ,Ψ
(ω)

and ‖f‖WΦ,Ψ
(ω)

≡ ‖Vφf‖LΦ,Ψ
∗,(ω)

(1.13)
respectively are finite. The topologies of MΦ

(ω)(Rd), MΦ,Ψ
(ω) (Rd) and WΦ,Ψ

(ω) (Rd) are 
induced by the respective norms in (1.13).

Let Φ and Ψ be quasi-Young functions, and let Φ[p] be the same as in Remark 1.10
and ω ∈ PE(R2d). Then evidently

Mp,q
(ω)(R

d) = M
Φ[p],Ψ[q]
(ω) (Rd). (1.14)

We now set

Mp,Ψ
(ω) (Rd) = M

Φ[p],Ψ
(ω) (Rd) and MΦ,q

(ω) (Rd) = M
Φ,Ψ[q]
(ω) (Rd). (1.15)

For conveniency we also set

Mp,q = Mp,q
(ω), Mp,Ψ = Mp,Ψ

(ω) , MΦ,q = MΦ,q
(ω) ,

MΦ = MΦ
(ω), MΦ,Ψ = MΦ,Ψ

(ω) when ω(x, ξ) = 1,

and Mp = Mp,p and Mp
(ω) = Mp,p

(ω).
Next we explain some basic properties of Orlicz modulation spaces. The following 

proposition shows that Orlicz modulation spaces are completely determined by the be-
haviour of the quasi-Young functions near origin. We refer to [46, Proposition 5.11] for 
the proof.

Proposition 1.14. Let Φj and Ψj, j = 1, 2, be quasi-Young functions and ω ∈ PE(R2d). 
Then the following conditions are equivalent:

(1) MΦ1,Ψ1
(ω) (Rd) ⊆ MΦ2,Ψ2

(ω) (Rd);
(2) for some t0 > 0 it holds Φ2(t) � Φ1(t) and Ψ2(t) � Ψ1(t) when t ∈ [0, t0].
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The next two proposition show some further convenient properties for Orlicz modu-
lation spaces.

Proposition 1.15. Let Φ, Φj, Ψ, Ψj be quasi-Young functions, and let ω, ωj , v ∈
PE(R2d), j = 1, 2, be such that ω is v-moderate, and v is submultiplicative and even. 
Then the following is true:

(1) MΦ,Φ
(ω) (Rd) = MΦ

(ω)(Rd), with equivalent quasi-norms;
(2) if φ ∈ Σ1(Rd) \ 0, then f ∈ MΦ,Ψ

(ω) (Rd), if and only if ‖Vφf‖LΦ,Ψ
(ω)

is finite. Moreover, 

MΦ,Ψ
(ω) (Rd) is a quasi-Banach space under the respective quasi-norm in (1.13), and 

different choices of φ ∈ Σ1(Rd) \ 0 give rise to equivalent norms. If more restrictive 
Φ and Ψ are Young functions, then MΦ,Ψ

(ω) (Rd) is a Banach space, and similar facts 
hold true with the condition φ ∈ M1

(v)(Rd) \ 0 in place of φ ∈ Σ1(Rd) \ 0 at each 
occurrence.

(3) if Φ2 � Φ1, Ψ2 � Ψ1 and ω2 � ω1, then

Σ1(Rd) ⊆ MΦ1,Ψ1
(ω1) (Rd) ⊆ MΦ2,Ψ2

(ω2) (Rd) ⊆ Σ′
1(Rd).

Proposition 1.16. Let Φ, Ψ be Young functions, and let ω ∈ PE(R2d). Then the following 
is true:

(1) the sesqui-linear form ( · , · )L2 on Σ1(Rd) extends to a continuous map from

MΦ,Ψ
(ω) (Rd) ×MΦ∗,Ψ∗

(1/ω) (Rd)

to C. This extension is unique when Φ and Ψ fulfill a local Δ2-condition. If 
‖f‖ = sup |(f, g)L2 |, where the supremum is taken over all b ∈ MΦ∗,Ψ∗

(1/ω) (Rd) such 
that ‖b‖

MΦ∗,Ψ∗
(1/ω)

� 1, then ‖ · ‖ and ‖ · ‖Mp,q
(ω)

are equivalent norms;

(2) if Φ and Ψ fulfill a local Δ2-condition, then Σ1(Rd) is dense in MΦ,Ψ
(ω) (Rd), and 

the dual space of MΦ,Ψ
(ω) (Rd) can be identified with MΦ∗,Ψ∗

(1/ω) (Rd), through the form 

( · , · )L2 . Moreover, Σ1(Rd) is weakly dense in MΦ∗,Ψ∗

(ω) (Rd).

Proposition 1.15 follows from Theorem 2.4 in [45], Theorems 3.1 and 5.9 in [46], and 
Proposition 1.14. The details are left for the reader. (See also Theorem 4.2 and other 
results in [10].) Proposition 1.16 is well-known in the case of modulation spaces (see 
e.g. Chapters 11 and 12 in [15]). For general Orlicz modulation spaces, Proposition 1.16
essentially follow from Propositions 4.3 and 4.9 in [10] and the fact that similar results 
hold for Orlicz spaces.

In order to be self-contained we have included a straight-forward proof of Proposi-
tion 1.16 in Appendix A, with arguments adapted to the present situation.
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Example 1.17. Let Φ be a Young function given by (0.3). For the entropy functional (0.1)
it is announced in the introduction that it might be more suitable to investigate such 
functional in background of the Orlicz modulation space MΦ(Rd) instead of the classical 
modulation space or Lebesgue space M2(Rd) = L2(Rd) when Φ is given by (0.3). (See 
[25,26] and the references therein.)

In fact, in Section 3 we show that

(1) The functional E is continuous on MΦ(Rd), but fails to be continuous on M2(Rd). 
(Cf. Theorem 3.1.)

(2) The space MΦ(Rd) is close to M2(Rd) in the sense of the dense embeddings

Mp(Rd) ⊆ MΦ(Rd) ⊆ M2(Rd), p < 2.

(Cf. Lemma 3.2.)

1.5. Pseudo-differential operators

Next we recall some basic facts from pseudo-differential calculus (cf. [21]). Let s � 1/2, 
a ∈ Ss(R2d), and let A belong to M(d, R), the set of all d × d-matrices with entries in 
R. Then the pseudo-differential operator OpA(a), defined by

OpA(a)f(x) = (2π)−d

¨

R2d

a(x−A(x− y), ξ)f(y)ei〈x−y,ξ〉 dydξ, (1.16)

is a linear and continuous operator on Ss(Rd). For a ∈ S ′
s(R2d) the pseudo-differential 

operator OpA(a) is defined as the continuous operator from Ss(Rd) to S ′
s(Rd) with 

distribution kernel given by

Ka,A(x, y) = (2π)− d
2 (F−1

2 a)(x−A(x− y), x− y). (1.17)

Here F2F is the partial Fourier transform of F (x, y) ∈ S ′
s(R2d) with respect to the 

variable y ∈ Rd. This definition generalizes (1.16) and is well-defined, since the mappings

F2 and F (x, y) �→ F (x−A(x− y), y − x) (1.18)

are homeomorphisms on S ′
s(R2d). The map a �→ Ka,A is hence a homeomorphism on 

S ′
s(R2d).
If A = 0, then OpA(a) is the standard or Kohn-Nirenberg representation a(x, D). 

If instead A = 1
2Id, then OpA(a) agrees with the Weyl operator or Weyl quantization 

Opw(a). Here Id is the d × d identity matrix.
For any K ∈ S ′

s(Rd1+d2), let TK be the linear and continuous mapping from Ss(Rd1)
to S ′

s(Rd2) defined by
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(TKf, g)L2(Rd2 ) = (K, g ⊗ f)L2(Rd1+d2 ), f ∈ Ss(Rd1), g ∈ Ss(Rd2). (1.19)

It is a well-known consequence of the Schwartz kernel theorem that if A ∈ M(d, R), then 
K �→ TK and a �→ OpA(a) are bijective mappings from S ′(R2d) to the space of linear 
and continuous mappings from S (Rd) to S ′(Rd) (cf. e.g. [21]).

Likewise the maps K �→ TK and a �→ OpA(a) are uniquely extendable to bijective 
mappings from S ′

s(R2d) to the set of linear and continuous mappings from Ss(Rd) to 
S ′
s(Rd). In fact, the asserted bijectivity for the map K �→ TK follows from the kernel 

theorems for topological vector spaces, using the fact that Gelfand-Shilov spaces are 
inductive or projective limits of certain Hilbert spaces of Hermite series expansions (see 
[22,28,33]). This kernel theorem corresponds to the Schwartz kernel theorem in the usual 
distribution theory. The other assertion follows from the fact that the map a �→ Ka,A is 
a homeomorphism on S ′

s(R2d).
In particular, for a1 ∈ S ′

s(R2d) and A1, A2 ∈ M(d, R), there is a unique a2 ∈ S ′
s(R2d)

such that OpA1
(a1) = OpA2

(a2). The relationship between a1 and a2 is given by

OpA1
(a1) = OpA2

(a2) ⇔ ei〈A1Dξ,Dx〉a1(x, ξ) = ei〈A2Dξ,Dx〉a2(x, ξ). (1.20)

(Cf. [21].) Here the expressions on the right in (1.20) makes sense, since the Fourier 
transform of ei〈AjDξ,Dx〉aj(x, ξ) is equal to ei〈(Ajx,ξ〉âj(ξ, x), and that the map, which 
takes b(ξ, x) into ei〈Ax,ξ〉b(ξ, x), is continuous on S ′

s(R2d) (see e.g. [47]).
The operator ei〈ADξ,Dx〉 is essential when transferring Wigner distributions to each 

others. In what follows we have the following continuity result for ei〈ADξ,Dx〉 when acting 
on Orlicz modulation spaces.

Proposition 1.18. Let Φ1 and Φ2 be quasi-Young functions, A ∈ M(d, R), s1 � 1
2 , s2 > 1

2 , 
ω0 ∈ PE(R4d), where PE(R4d) is the set of all moderate functions on R4d, and let

ωA(x, ξ, η, y) = ω0(x + Ay, ξ + A∗η, η, y).

Then the following is true:

(1) ei〈ADξ,Dx〉 is continuous from S (R2d) to S ′(R2d), and restricts to homeomorphisms
on

Ss1(R2d), Σs2(R2d) and S (R2d),

and is uniquely extendable to homeomorphisms on

S ′
s1(R

2d), Σ′
s2(R

2d) and S ′(R2d);

(2) ei〈ADξ,Dx〉 from Σ′
1(R2d) to Σ′

1(R2d) restricts to a homeomorphism from
MΦ1,Φ2(R2d) to MΦ1,Φ2(R2d), and
(ω0) (ωA)
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‖ei〈ADξ,Dx〉a‖
M

Φ1,Φ2
(ωA)

� ‖a‖
M

Φ1,Φ2
(ω0)

, a ∈ MΦ1,Φ2
(ω0) (R2d). (1.21)

Proof. We shall follow the proof of [43, Proposition 2.8].
The assertion (1) and its proof can be found in e.g. [1,47]. Let T = ei〈ADξ,Dx〉. By 

(2.12) in [43] we have

|(VTφ(Tf))(x, ξ, η, y)| = |(Vφf)(x + Ay, ξ + A∗η, η, y)|,

when φ ∈ Σ1(R2d). By multiplying with ωA, applying the LΦ norm on the x and ξ
variables and then taking x + Ay and ξ + A∗η as new variables of integration give

‖(VTφ(Tf))( · , η, y)ωA( · , η, y)‖LΦ(R2d) = ‖(Vφf)( · , η, y)ω0( · , η, y)‖LΦ(R2d).

The relation (1.21) now follows by applying the LΨ norm with respect to the y and η
variables on the latter identity. This gives the result. �

For future references we observe the relationship

|(VφKa,A)(x, y, ξ,−η)| = |(Vψa)(x−A(x− y), A∗ξ + (I −A∗)η, ξ − η, y − x)|,
φ(x, y) = (F2ψ)(x−A(x− y), x− y)

(1.22)

between symbols and kernels for pseudo-differential operators, which follows by straight-
forward applications of Fourier inversion formula (see also the proof of Proposition 2.5 
in [43]).

1.6. Wigner distributions

Next we recall general classes of Wigner distributions parameterized by matrices. 
Let A ∈ M(d, R). Then the A-Wigner distribution (or cross-A-Wigner distribution) of 
f1, f2 ∈ S (Rd), is defined by the formula

WA
f1,f2

(x, ξ) ≡ F
(
f1(x + A · )f2(x + (A− I) · )

)
(ξ), (1.23)

which takes the form

WA
f1,f2

(x, ξ) = (2π)− d
2

ˆ

Rd

f1(x + Ay)f2(x + (A− I)y)e−i〈y,ξ〉 dy,

when f1, f2 ∈ Ss(Rd). We set Wf1,f2 = WA
f1,f2

when A = 1
2Id and Id is the d × d, in 

which case we get the classical (standard) Wigner distribution.
The definition of Wigner distributions is extendable in various ways, which the fol-

lowing result indicates. For the proof we refer to [43] and its references.
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Proposition 1.19. Let A ∈ M(d, R), s � 1
2 and T from S (Rd) × S (Rd) to S ′(R2d) be 

the map given by (f1, f2) �→ WA
f1,f2

. Then the following is true:

(1) T restricts to a continuous map from Ss(Rd) ×Ss(Rd) to Ss(R2d), and is uniquely 
extendable to a continuous map from S ′

s(Rd) × S ′
s(Rd) to S ′

s(R2d);
(2) T restricts to a continuous map from S ′

s(Rd) ×Ss(Rd) or from Ss(Rd) ×S ′
s(Rd) to 

S ′
s(R2d) ∩ C∞(R2d).

The same holds true with S in place of Ss at each occurrence. If in addition s > 1
2 , 

then the same holds true with Σs in place of Ss at each occurrence.

The following result shows that Wigner distributions with different matrices can be 
carried over to each others. We refer to Subsection 1.1 in [43] for the proof (see e.g. (1.10) 
in [43]).

Lemma 1.20. Let A1, A2 ∈ M(d, R) and f1, f2 ∈ S ′
1/2(Rd). Then

ei〈A1Dξ,Dx〉WA1
f1,f2

= ei〈A2Dξ,Dx〉WA2
f1,f2

.

Finally we recall the links

(OpA(a)f, g)L2(Rd) = (2π)− d
2 (a,WA

g,f )L2(R2d), a ∈ S ′(R2d), f, g ∈ S (Rd), (1.24)

and

OpA(WA
f1,f2

)f(x) = (2π)− d
2 (f, f2)L2f1(x), f1, f2 ∈ S ′(Rd), f ∈ S (Rd), (1.25)

between pseudo-differential operators and Wigner distributions, which follows by 
straight-forward computations. Similar facts hold true with Ss or Σs in place of S

at each occurrence.

Remark 1.21. We observe that the definition of Wigner distributions can be extended in 
various ways. For example, metaplectic Wigner distributions are given in [2].

2. Continuity for pseudo-differential operators when acting on Orlicz modulation 
spaces

In this section we deduce continuity properties for Wigner distributions when acting 
on Orlicz modulation spaces. Thereafter we apply such results to obtain continuity prop-
erties for pseudo-differential operators with symbols in Orlicz modulation spaces when 
acting on other Orlicz modulation spaces.

We need the following result on Hölder’s inequality for Orlicz spaces, and refer to [29, 
III.3.3] for the proof (cf. Theorem 7 in [29, III.3.3]). Here we let S(μ) be the set of all 
simple and (μ-)measurable functions on the measurable space (E, μ).
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Proposition 2.1 (Hölder inequality). Let (E, μ) be a measurable space, and Φj, j = 0, 1, 2
be Young’s functions such that

Φ0(t1t2) � Φ1(t1) + Φ2(t2) or Φ−1
0 (s) � Φ−1

1 (s) · Φ−1
2 (s), s, t1, t2 � 0.

Then the map (f1, f2) �→ f1 ·f2 from S(μ) ×S(μ) to S(μ) extends uniquely to a continuous 
map from LΦ1(μ) × LΦ2(μ) to LΦ0(μ), and

‖f1 · f2‖LΦ0 � 2‖f1‖LΦ1‖f2‖LΦ2 , fj ∈ LΦj (μ), j = 1, 2. (2.1)

2.1. Continuity for Wigner distributions and short-time Fourier transforms

In some situations, we need some more restrictions on our (quasi-)Young functions.

Definition 2.2. Let Φ : [0, ∞] → [0, ∞] and p ∈ (0, ∞). Then Φ is called p-steered if one 
of the following conditions are fulfilled:

(1) lim supt→0+
Φ(t)
tp = ∞;

(2) t �→ Φ(t
1
p ) is equal to a Young function near origin.

The first main result of the section is the following theorem which concerns continuity 
property for Wigner distributions acting on Orlicz modulation spaces. Here the involved 
weight functions should satisfy

ω(x, ξ, η, y) � ω1(x−Ay, ξ + (I −A∗)η)ω2(x + (I −A)y, ξ −A∗η). (2.2)

Theorem 2.3. Let A ∈ M(d, R), p, q ∈ [1, ∞] be such that p � q, and let Φj , Ψj : [0, ∞] →
[0, ∞], j = 1, 2, be such that the following is true:

• if p = ∞, then Φj and Ψj are Young functions;
• if p < ∞, then Φj and Ψj are p-steered Young functions which fulfill a local Δ2-

condition, and for some r > 0, it holds

Φ1(t),Φ2(t) � tq, Ψ1(t),Ψ2(t) � tq, t ∈ [0, r], (2.3)

and

Φ−&
1 (s)Φ−&

2 (s) � s
1
p+ 1

q , Ψ−&
1 (t)Ψ−&

2 (s) � s
1
p+ 1

q , s ∈ [0, r]. (2.4)

Also let ω ∈ PE(R4d) and ω1, ω2 ∈ PE(R2d) be such that (2.2) holds. Then the map 
(f1, f2) �→ WA

f1,f2
from Σ′

1(Rd) ×Σ′
1(Rd) to Σ′

1(R2d) restricts to a continuous map from 

MΦ1,Ψ1
(ω1) (Rd) ×MΦ2,Ψ2

(ω2) (Rd) to Mp,q
(ω)(R

2d), and

‖WA
f1,f2

‖Mp,q � ‖f1‖MΦ1,Ψ1‖f2‖MΦ2,Ψ2 , fj ∈ M
Φj ,Ψj

(ω ) (Rd), j = 1, 2. (2.5)

(ω) (ω1) (ω2) j
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Remark 2.4. Suppose that p, q ∈ (0, ∞] satisfy p � q, Φ : [0, ∞] → [0, ∞] and let Φ[q](t) =
Φ(t

1
q ). (Observe that such expressions appear behind the conditions in Theorem 2.3.) 

Then the following is true:

(1) if q < ∞ and Φ[q] is a Young function, then Φ(t) � tq near origin and Φ[p] is a Young 
function;

(2) if Φ[q] is a Young function which satisfies the Δ2-condition, then Φ[p] is a Young 
function which satisfies the Δ2-condition;

(3) Suppose that p < ∞, and Φj , Ψj : [0, ∞] → [0, ∞] are such that t �→ Φj(t
1
p ) and 

t �→ Ψj(t
1
p ) are Young functions, j = 1, 2, and that (2.4) holds. Then (2.3) holds. In 

particular, for some r1, r2 > 0 it holds

tq � Φj(t),Ψj(t) � tp, t ∈ [0, r1], (2.6)

or equivalently,

s
1
p � Φ−&

j (s),Ψ−&
j (s) � s

1
q , s ∈ [0, r2]. (2.7)

For q = ∞ we observe the following consequence of Theorem 2.3, for extreme choices 
of Φj or Ψj , for some j = 1, 2.

Corollary 2.5. Let A ∈ M(d, R), p ∈ [1, ∞) be such that p � q, and let Φj and Ψj be 
such that t �→ Φj(t

1
p ) and t �→ Ψj(t

1
p ) are Young functions which fulfill the Δ2-condition, 

j = 1, 2, and such that

Φ−1
1 (s)Φ−1

2 (s) � s
1
p and Ψ−1

1 (s)Ψ−1
2 (s) � s

1
p . (2.8)

Also let ω ∈ PE(R4d) and ω1, ω2 ∈ PE(R2d) be such that (2.2) holds. Then the map 
(f1, f2) �→ WA

f1,f2
from Σ′

1(Rd) ×Σ′
1(Rd) to Σ′

1(R2d) restricts to a continuous map from

Mp,Ψ1
(ω1) (Rd) ×M∞,Ψ2

(ω2) (Rd), M∞,Ψ1
(ω1) (Rd) ×Mp,Ψ2

(ω2) (Rd),

MΦ1,p
(ω1) (Rd) ×MΦ2,∞

(ω2) (Rd) or MΦ1,∞
(ω1) (Rd) ×MΦ2,p

(ω2) (Rd),

to Mp,∞
(ω) (R2d).

We need the following Young type results for Orlicz spaces for the proof of Theorem 2.3
(see Theorem 9 in [29, III.3.3]).

Lemma 2.6. Let Φj , j = 0, 1, 2, be Young functions which fulfill the Δ2-condition and 
such that

Φ−1
1 (s) · Φ−1

2 (s) � sΦ−1
0 (s), s � 0. (2.9)
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Then the convolution map (f1, f2) �→ f1 ∗ f2 from LΦ1(Rd) × LΦ2(Rd) to LΦ0(Rd) is 
continuous and

‖f1 ∗ f2‖LΦ0 � 2‖f1‖LΦ1‖f2‖LΦ2 , fj ∈ LΦj (Rd), j = 1, 2. (2.10)

Proof of Theorem 2.3. First suppose p = ∞. Then it follows from e.g. [43, Proposition 
2.4] that (f1, f2) �→ WA

f1,f2
is continuous from M∞

(ω1)(R
d) × M∞

(ω1)(R
d) to M∞

(ω)(R2d). 
The result now follows from the facts that q � p = ∞ and MΦj ,Ψj

(ωj) (Rd) are continuously 

embedded in M∞
(ωj)(R

d), j = 1, 2, in view of Proposition 1.14.
It remains to consider the case when p < ∞. Since MΦj ,Ψj

(ωj) (Rd) only depends on 
Φj and Ψj near origin, in view of [46, Proposition 5.9], we may replace these Young 
functions with new ones such that (2.4) holds for all s ∈ [0, ∞] (see Definition 1.11). 
Furthermore, by (1.10) and Lemma 2.6 in [43], it follows that we may reduce ourselves 
to the case when A = 1

2I, giving the standard (cross-)Wigner distribution.
First we consider the case when t �→ Φj(t

1
p ) and t �→ Ψj(t

1
p ) are Young functions. As 

a first step on this we also assume that q < ∞, giving that p < ∞.
Let

F = Wf1,f2 and ψ = Wφ1,φ2 .

Then [43, Lemma 2.6] gives

|VψF (x, ξ, η, y)| = |Vφ1f1(x− 1
2y, ξ + 1

2η)| · |Vφ2f2(x + 1
2y, ξ −

1
2η)|.

Hence, if

G(x, ξ, η, y) = |VψF (x, ξ, η, y)ω(x, ξ, η, y)|,
G1(x, ξ) = |Vφ1f1(−x, ξ)ω1(−x, ξ)|

and

G2(x, ξ) = |Vφ2f2(x,−ξ)ω2(x,−ξ)|,

then it follows from the assumptions that

0 � G(x, ξ, η, y) � G1(1
2y − x, 1

2η + ξ) ·G2(1
2y + x, 1

2η − ξ). (2.11)

By first applying the Lp-norm on the x and ξ variables, and then the Lq norm on the 
y variable we obtain

‖H0(η, · )‖Lq(Rd) � R(η), H0(η, y) = ‖G( · , η, y)‖Lp(R2d), (2.12)

where
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R(η) ≡
(ˆ (¨

G1(1
2y − x, 1

2η + ξ)pG2(1
2y + x, 1

2η − ξ)p dxdξ
) q

p

dy

) 1
q

.

We need to estimate R(η) in suitable ways.
By taking x + 1

2y, ξ−
1
2η and y as new variables of integrations, and using Minkowski’s 

inequality, we obtain

R(η) =
(ˆ (¨

G1(y − x, η − ξ)pG2(x, ξ)p dxdξ
) q

p

dy

) 1
q

�

⎛⎝ˆ (ˆ (ˆ
G1(y − x, η − ξ)pG2(x, ξ)p dx

) q
p

dy

) p
q

dξ

⎞⎠
1
p

=
(ˆ (

‖G1( · , η − ξ)p ∗G2( · , ξ)p‖
L

q
p

)
dξ

) 1
p

. (2.13)

Now recall that if

Φ̃j(t) = Φj(t
1
p ) and Ψ̃j(t) = Ψj(t

1
p ), j = 1, 2,

then, since Φj and Ψj for j = 1, 2 are p-steered, Φ̃j(t) and Ψ̃j(t) are Young functions 
such that

Φ̃−1
1 (s)Φ̃−1

2 (s) � s
p
q +1 and Ψ̃−1

1 (s)Ψ̃−1
2 (s) � s

p
q +1.

Hence Lemma 2.6 gives

‖G1( · , η − ξ)p ∗G2( · , ξ)p‖
L

q
p
� H1(η − ξ)pH2(ξ)p, (2.14)

where

Hj(ξ) ≡ ‖Gj( · , ξ)p‖
1
p

LΦ̃1
, j = 1, 2. (2.15)

By combining (2.13) with (2.14) we obtain

R(η) � ((Hp
1 ∗Hp

2 )(η))
1
p .

By applying the Lq norm, and using that ‖F‖Mp,q
(ω)

� ‖R‖Lq , due to (2.12) and Lemma 2.6
we get

‖F‖Mp,q
(ω)

� ‖R‖Lq � ‖Hp
1 ∗Hp

2‖
1
p

Lq/p �
(
‖Hp

1‖LΨ̃1‖H
p
2‖LΨ̃2

) 1
p

=
(
‖Gp

1‖LΦ̃1,Ψ̃1‖G
p
2‖LΦ̃2,Ψ̃2

) 1
p = ‖G1‖LΦ1,Ψ1‖G2‖LΦ2,Ψ2

� ‖f1‖MΦ1,Ψ1
(ω1)

‖f2‖MΦ2,Ψ2
(ω2)

,
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giving the result in the case q < ∞.
Next suppose that q = ∞. By first applying the Lp-norm on the x and ξ variables, 

and then the L∞ norm on the y variable in (2.11) we obtain

sup
y∈Rd

(
‖G( · , η, y)‖Lp(R2d)

)
� R(η), (2.12)′

where R(η) is now redefined as

R(η) ≡ sup
y∈Rd

(¨
G1(1

2y − x, ξ + 1
2η)

pG2(x + 1
2y,

1
2η − ξ)p dxdξ

) 1
p

.

An application of (2.13) gives

R(η) �
(ˆ

‖G1( · , η − ξ)p ∗G2( · , ξ)p‖L∞ dξ

) 1
p

. (2.13)′

We have

Ψ̃−1
1 (s)Ψ̃−1

2 (s) � s,

and by Hölder’s inequality we obtain

‖G1( · , η − ξ)p ∗G2( · , ξ)p‖L∞ � H1(η − ξ)pH2(ξ)p, (2.14)′

where Hj are the same as in (2.15).
A combination of (2.13)′ and (2.14)′ gives

R(η) � (Hp
1 ∗Hp

2 )(η)
1
p .

By applying the L∞ norm, and using that ‖F‖Mp,∞
(ω)

� ‖R‖L∞ , due to (2.12)′, we obtain

‖F‖Mp,∞
(ω)

� ‖R‖L∞ � ‖Hp
1 ∗Hp

2‖L∞

�
(
‖Hp

1‖LΨ̃1‖H
p
2‖LΨ̃2

) 1
p =

(
‖Gp

1‖LΦ̃1,Ψ̃1‖G
p
2‖LΦ̃2,Ψ̃2

) 1
p

= ‖G1‖LΦ1,Ψ1‖G2‖LΦ2,Ψ2 � ‖f1‖MΦ1,Ψ1
(ω1)

‖f2‖MΦ2,Ψ2
(ω2)

,

giving the result in the case when t �→ Φj(t
1
p ) and t �→ Ψj(t

1
p ) are Young functions.

It remains to consider the case when t �→ Φj(t
1
p ) or t �→ Ψk(t

1
p ) are not Young 

functions for some j = 1, 2 and some k = 1, 2. We shall here mainly use similar arguments 
as in the proof of Theorem 1.1 in [3]. Then

Φ−&
j (s) � s

1
p or Ψ−&

k (s) � s
1
p
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near origin, for some j = 1, 2 and some k = 1, 2. First suppose that Φ−&
1 (s) � s

1
p , and 

that Ψj(t
1
p ) are Young functions, j = 1, 2. Then

Φ−&
1 (s)s

1
q � s

1
p+ 1

q ,

and

MΦ1,Ψ1
(ω1) (Rd) ⊆ Mp,Ψ1

(ω1) (Rd) and MΦ2,Ψ2
(ω2) (Rd) ⊆ Mq,Ψ2

(ω2) (Rd), (2.16)

where the last embedding follows from (2.3). By the previous part of the proof we have 
that (f1, f2) �→ WA

f1,f2
is continuous from Mp,Ψ1

(ω1) (Rd) ×Mq,Ψ2
(ω2) (Rd) to Mp,q

(ω)(R
2d). The 

result now follows in this case by combining the latter continuity property with the 
embeddings in (2.16).

By similar arguments, the same conclusion holds true if instead

Φ−&
2 (s) � s

1
p , Ψ−&

1 (s) � s
1
p or Ψ−&

2 (s) � s
1
p .

The details are left for the reader.
Finally suppose that

Φ−&
j (s) � s

1
p , and Ψ−&

k (s) � s
1
p ,

for some j = 1, 2 and some k = 1, 2. Then the previous arguments lead to

M
Φj ,Ψj

(ωj) (Rd) ⊆ M
pj ,qj
(ωj) (Rd), (2.17)

for some pj , qj ∈ {p, q}, j = 1, 2, and such that p1 �= p2 and q1 = q2. Again we have 
that (f1, f2) �→ WA

f1,f2
is continuous from Mp1,q1

(ω1) (Rd) ×Mp2,q2
(ω2) (Rd) to Mp,q

(ω)(R
2d). The 

asserted continuity now follows from (2.17), and the result follows. �
Beside the estimates for Wigner distributions on Orlicz modulation spaces in The-

orem 2.3, we also have the following result on estimates for the short-time Fourier 
transform. The result generalizes [5, Proposition 3.3] which involves non-weighted modu-
lation spaces as well as [39, Proposition 2.2] which involves weighted modulation spaces. 
(See Definition 1.4 for broader spectrum of Orlicz spaces.)

Theorem 2.7. Let f1, f2 ∈ S ′
1/2(Rd), Φj and Ψj be quasi-Young functions j = 1, 2, 

ω0 ∈ PE(R4d) and ω1, ω2 ∈ PE(R2d). Also let φ1, φ2 ∈ S1/2(Rd), and let φ = Vφ1φ2. 
Then the following is true:

(1) if

ω0(x, ξ, η,−y) � Cω1(y − x, η)ω2(y, ξ + η), x, y, ξ, η ∈ Rd, (2.18)
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for some constant C > 0, then

‖Vφ(Vf1f2)‖LΦ1,Φ2,Ψ1,Ψ2
(ω0)

� C‖Vφ1f1‖LΦ1,Ψ1
(ω1)

‖Vφ2f2‖LΨ2,Φ2
∗,(ω2)

; (2.19)

(2) if

ω1(y − x, η)ω2(y, ξ + η) � Cω0(x, ξ, η,−y), x, y, ξ, η ∈ Rd, (2.20)

for some constant C, then

‖Vφ1f1‖LΦ1,Ψ1
(ω1)

‖Vφ2f2‖LΨ2,Φ2
∗,(ω2)

� C‖Vφ(Vf1f2)‖LΦ1,Φ2,Ψ1,Ψ2
(ω0)

; (2.21)

(3) if (2.18) and (2.20) hold for some constant C, then f1 ∈ MΦ1,Ψ1
(ω1) (Rd) and f2 ∈

WΨ2,Φ2
(ω2) (Rd), if and only if Vf1f2 ∈ MΦ1,Φ2,Ψ1,Ψ2

(ω0) (R2d), and

‖Vf1f2‖MΦ1,Φ2,Ψ1,Ψ2
(ω0)

� ‖f1‖MΦ1,Ψ1
(ω1)

‖f2‖WΨ2,Φ2
(ω2)

. (2.22)

Proof. We shall mainly follow the proofs of Proposition 3.3 in [5] and Proposition 2.2 in 
[39].

It suffices to prove (1) and (2), and then we only prove (1), since (2) follows by similar 
arguments.

By Fourier’s inversion formula we have

|Vφ1f1(−x− y, η)Vφ2f2(−y, ξ + η)| = |Vφ(Vf1f2)(x, ξ, η, y)|

(cf. e.g. [12,15,37,43]). Hence, if

F1(x, ξ) = |Vφ1f1(x, ξ)|ω1(x, ξ) and F2(x, ξ) = Vφ2f2(x, ξ)ω2(x, ξ),

then

‖Vφ(Vf1f2)( · , ξ, η, y)ω0( · , ξ, η, y)‖LΦ1 (Rd) � C‖F1(−y − · , η)F2(−y, ξ + η)‖LΦ1 (Rd)

= C‖F1( · , η)‖LΦ1 (Rd)F2(−y, ξ + η).

By applying the LΦ2 quasi-norm with respect to the ξ-variables we obtain

‖Vφ(Vf1f2)( · , η, y)ω0( · , η, y)‖LΦ1,Φ2 (R2d)

� C‖F1( · , η)‖LΦ1 (Rd)‖F2(−y, ·+η)‖LΦ2 (Rd) = C‖F1( · , η)‖LΦ1 (Rd)‖F2(−y, · )‖LΦ2 (Rd).

The result now follows by first applying the LΨ1 quasi-norm on the η-variables, and then 
the LΨ2 quasi-norm on the y-variables. �



26 A. Gumber et al. / Journal of Functional Analysis 286 (2024) 110225
Corollary 2.8. Let f1, f2 ∈ S ′
1/2(Rd), Φ and Ψ be quasi-Young functions and let ω0 ∈

PE(R4d) and ω1, ω2 ∈ PE(R2d) be such that

ω0(x, ξ, η,−y) � ω1(y − x, η)ω2(y, ξ + η).

Then f1 ∈ MΦ,Ψ
(ω1)(R

d) and f2 ∈ WΨ,Φ
(ω2)(R

d), if and only if Vf1f2 ∈ MΦ,Ψ
(ω0)(R

2d), and

‖Vf1f2‖MΦ,Ψ
(ω0)

� ‖f1‖MΦ,Ψ
(ω1)

‖f2‖WΨ,Φ
(ω2)

.

2.2. Continuity for pseudo-differential operators when acting on Orlicz modulation 
spaces

Next we apply the previous results to deduce continuity for pseudo-differential oper-
ators with symbols in modulation spaces which act on Orlicz modulation spaces. The 
involved weight functions should satisfy

ω2(x, ξ)
ω1(y, η)

� ω0(x−A(x− y), A∗ξ + (I −A∗)η, ξ − η, y − x). (2.23)

The following result extend [4, Theorem 5.1].

Theorem 2.9. Let A ∈ M(d, R), p, q ∈ [1, ∞] be such that q � p, and let Φj , Ψj : [0, ∞] →
[0, ∞], j = 1, 2, be such that the following is true:

• if p = 1, then Φj and Ψj are Young functions;
• if p > 1, then Φj and Ψj are p′-steered Young functions which fulfill a local Δ2-

condition, and for some r > 0, it holds

Φ1(t),Φ2(t) � tq
′

Ψ1(t),Ψ2(t) � tq
′
, t ∈ [0, r], (2.24)

and

Φ−&
1 (s)Φ−&

2 (s) � s
1
p′ +

1
q′ , Ψ−&

1 (s)Ψ−&
2 (s) � s

1
p′ +

1
q′ , s ∈ [0, r]. (2.25)

Also let ω0 ∈ PE(R2d ⊕R2d) and ω1, ω2 ∈ PE(R2d) satisfy (2.23). If a ∈ Mp,q
(ω0)(R

2d), 
then OpA(a) from S1/2(Rd) to S ′

1/2(Rd) extends uniquely to a continuous map from 

MΦ1,Ψ1
(ω1) (Rd) to MΦ∗

2 ,Ψ
∗
2

(ω2) (Rd), and

‖OpA(a)‖
M

Φ1,Ψ1
(ω1) →M

Φ∗
2 ,Ψ∗

2
(ω2)

� ‖a‖Mp,q
(ω0)

. (2.26)

Moreover, if in addition a belongs to the closure of S1/2 under the Mp,q
(ω0) norm, then 

OpA(a) : MΦ1,Ψ1(Rd) → M
Φ∗

2 ,Ψ
∗
2 (Rd) is compact.
(ω1) (ω2)
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Proof. First suppose that p < ∞. Then q < ∞, and it follows that S1/2(R2d) is dense in 
Mp,q

(ω0)(R
2d). Let f, g ∈ S ′

1/2(Rd) and a ∈ S1/2(R2d). Then (1.24) and Theorem 2.3 gives

|(OpA(a)f, g)| � |(a,WA
g,f )|

� ‖a‖Mp,q
(ω0)

‖WA
g,f‖Mp′,q′

(1/ω0)
� ‖a‖Mp,q

(ω0)
‖f‖

M
Φ1,Ψ1
(ω1)

‖g‖
M

Φ2,Ψ2
(1/ω2)

,
(2.27)

and by duality it follows that OpA(a) from S ′
1/2(Rd) to S1/2(Rd) restricts to a continuous 

map from MΦ1,Ψ1
(ω1) (Rd) to MΦ∗

2 ,Ψ
∗
2

(ω2) (Rd), and that (2.27) gives (2.26). The result now 

follows in this case by (2.27) and the fact that S1/2(R2d) is dense in Mp,q
(ω0)(R

2d).
Next suppose that p = ∞ and q < ∞. If a ∈ S1/2(R2d), then (2.27) implies that (2.26)

holds in this case as well. By Hahn-Banach’s theorem it follows that the definition of 
OpA(a) is extendable to any a ∈ Mp,q

(ω0)(R
2d), and that (2.26) still holds. The uniqueness 

of the extension now follows from the fact that S1/2(R2d) is dense in Mp,q
(ω0)(R

2d) with 
respect to the narrow convergence, when q < ∞ (see [40]).

Finally, if p = q = ∞, then (2.4) implies that

Φj(t) � t and Ψj(t) � t, j = 1, 2,

giving that MΦ1,Ψ1
(ω1) (Rd) = M1,1

(ω1)(R
d) and MΦ∗

2 ,Ψ
∗
2

(ω2) (Rd) = M∞,∞
(ω2) (Rd). The result now 

follows by choosing p = q = ∞ in [43, Theorem 2.2]. �
As a special case we obtain the following extension of Proposition 0.1 in the introduc-

tion. The details are left for the reader.

Proposition 0.1′. Let A ∈ M(d, R), p, q ∈ [1, ∞] be such that q � p and p > 1, ω0 ∈
PE(R2d ⊕R2d) and ω1, ω2 ∈ PE(R2d) satisfy (2.23). Also let Φj , Ψj : [0, ∞] → [0, ∞], 
j = 1, 2, be such that t �→ Φj(t

1
p′ ) and t �→ Ψj(t

1
p′ ) are Young functions which fulfill the 

Δ2-condition, and

Φ1(t),Φ2(t) � tq
′

Ψ1(t),Ψ2(t) � tq
′
, t � 0,

and

Φ−1
1 (s)Φ−1

2 (s) � s
1
p′ +

1
q′ , Ψ−1

1 (s)Ψ−1
2 (s) � s

1
p′ +

1
q′ , s � 0.

If a ∈ Mp,q
(ω0)(R

2d), then OpA(a) is continuous from MΦ1,Ψ1
(ω1) (Rd) to MΦ∗

2 ,Ψ
∗
2

(ω2) (Rd).

By similar type of duality arguments, using Theorem 2.7 instead of Theorem 2.3, we 
obtain the following extension of [43, Theorem 2.1]. Here we observe that (2.23) takes 
the form

ω2(x, ξ) � ω0(x, η, ξ − η, y − x) (2.23)′

ω1(y, η)
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when A = 0.

Theorem 2.10. Let Φ and Ψ be Young functions which satisfy local Δ2-condition, and 
let ω0 ∈ PE(R4d) and ω1, ω2 ∈ PE(R2d) be such that (2.23)′ holds. Also let a ∈
WΨ,Φ

(ω0)(R
2d). Then the definition of Op0(a) from S1/2(Rd) to S ′(Rd) extends uniquely 

to a continuous map from MΦ∗,Ψ∗

(ω1) (Rd) to WΨ,Φ
(ω2)(R

d), and

‖Op0(a)f‖WΨ,Φ
(ω2)

� ‖a‖WΨ,Φ
(ω0)

‖f‖
MΦ∗,Ψ∗

(ω1)
, a ∈ WΨ,Φ

(ω0)(R
2d), f ∈ MΦ∗,Ψ∗

(ω1) (Rd). (2.28)

Proof. We shall follow the proof of Theorem 2.1 in [43]. We may assume that equality 
holds in (2.23)′. We start to prove the result in the case Φ∗(t) > 0 and Ψ∗(t) > 0 when 
t > 0. Then we may replace Φ and Ψ such that the Orlicz modulation spaces are the 
same and Φ and Ψ satisfy (global) Δ2-conditions.

Let

ω(x, ξ, η, y) = ω0(−y, η, ξ,−x)−1,

a ∈ WΨ,Φ
(ω0)(R

2d) and f, g ∈ S1/2(Rd). Then Op0(a)f makes sense as an element in 

S ′
1/2(Rd).
By Theorem 2.7 we get

‖Vfg‖MΦ∗,Ψ∗
(ω)

� ‖f‖
MΦ∗,Ψ∗

(ω1)
‖g‖

WΨ∗,Φ∗
(1/ω2)

. (2.29)

Furthermore, if T is the torsion operator defined by TF (x, ξ) = F (ξ, −x) when F ∈
S ′

1/2(R2d), then it follows by Fourier’s inversion formula that

(Vφ(T â))(x, ξ, η, y) = e−i(〈x,η〉+〈y,ξ〉)(VT φ̂a)(−y, η, ξ,−x).

This gives

|(Vφ(T â))(x, ξ, η, y)ω(x, ξ, η, y)−1| = |(Vφ1a)(−y, η, ξ,−x)ω0(−y, η, ξ,−x)|,

when φ1 = T φ̂. Hence, by applying the LΦ,Ψ norm we obtain

‖T â‖MΦ,Ψ
(1/ω)

= ‖a‖WΨ,Φ
(ω0)

.

It now follows from (2.29) that

|(Op0(a)f, g)| = (2π)−d/2|(T â, Vfg)|
� ‖T â‖MΦ,Ψ ‖Vfg‖MΦ∗,Ψ∗ � ‖a‖WΨ,Φ‖f‖

MΦ∗,Ψ∗‖g‖
WΨ∗,Φ∗ .

(2.30)

(1/ω) (ω) (ω0) (ω1) (1/ω2)
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The result now follows by the facts that S1/2(Rd) is dense in MΦ∗,Ψ∗

(ω1) (Rd), and that the 

dual of WΨ∗,Φ∗

(1/ω2) is WΦ,Ψ
(ω2) when Φ∗ and Ψ∗ satisfies the Δ2-condition.

If instead Φ∗(t) = 0 and Ψ(t) > 0, or Φ(t) > 0 and Ψ∗(t) = 0, when t > 0 is close 
to origin, then let f ∈ MΦ∗,Ψ∗

(ω1) and a ∈ S1/2(R2d). Then Op0(a)f makes sense as an 

element in S1/2(Rd), and from the first part of the proof it follows that (2.30) still holds. 
The result now follows by duality and the fact that S (R2d) is dense in WΨ,Φ

(ω0)(R
2d), 

since it follows from the assumptions that Φ and Ψ fulfill the Δ2-condition.
It remains to consider the case when Φ(t) = Ψ∗(t) = 0 and the case when Φ∗(t) =

Ψ(t) = 0 when t > 0 is near origin. In this case, we have

WΨ,Φ = W 1,∞ and MΦ∗,Ψ∗
= M1,∞,

or

WΨ,Φ = W∞,1 and MΦ∗,Ψ∗
= M∞,1.

The result then follows by letting p = q′ = ∞ or p = q′ = 1 in [36, Theorem 3.9] or in 
the proof of [43, Theorem 2.1]. �
Example 2.11. Let A ∈ M(d, R), p > 2, a ∈ Mp,p′(R2d) and Φ be a Young function 
which fullfils (0.8). That is, we let q = p′ in our results. Then it follows that Φ fullfils a 
local Δ2-condition,

Φ(t) � tp = tq
′

and Φ−1(s)2 � s = s
1
p′ +

1
q′ .

Hence the hypothesis in Propositions 0.1 and 0.1′ (as well as in Theorem 2.9) are fulfilled 
with

Φ1 = Φ2 = Ψ1 = Ψ2 = Φ.

It now follows from any of these results that

OpA(a) : MΦ(Rd) → MΦ(Rd) (2.31)

is continuous.
We also observe that if instead a belongs to M2(R2d), which is near Mp,p′(R2d) when 

p > 2 is closed to 2, then the map (2.31) may be discontinuous (cf. Remark 3.8 in the 
end of the next section).

3. Continuity for entropy functionals in background of Orlicz modulation spaces

In this section we show that the entropy functional in (0.3) is continuous on the 
modulation spaces Mp(Rd), 1 � p < 2, and the Orlicz modulation space MΦ(Rd) with 



30 A. Gumber et al. / Journal of Functional Analysis 286 (2024) 110225
Φ(t) = −t2 log t near origin. For completeness we also give a proof of that the same 
functional is discontinuous on M2(Rd) = L2(Rd). (Cf. Theorem 3.1.) In order to reach 
such properties we need to prove some preparing results which might be of independent 
interest. For example we deduce estimates for entropy functionals when changing window 
functions (see Lemma 3.6).

We observe that the entropy functional (0.3) can be written as

E(f) = Eφ(f)

≡ −
¨

R2d

|Vφf(x, ξ)|2 log |Vφf(x, ξ)|2 dxdξ + ‖φ‖2
L2‖f‖2

L2 log(‖φ‖2
L2‖f‖2

L2), (0.1)′

by using Moyal’s identity

‖Vφf‖L2 = ‖f‖L2‖φ‖L2 (3.1)

(see e.g. [15]). In particular, if ‖f‖L2 = ‖φ‖L2 = 1 which is a common condition in the 
applications, the entropy of f becomes

E(f) = Eφ(f) = −
¨

R2d

|Vφf(x, ξ)|2 log |Vφf(x, ξ)|2 dxdξ, ‖f‖L2 = ‖φ‖L2 = 1 (0.1)′′

(see e.g. [23,24]). For general f, φ ∈ L2(Rd) we observe that the entropy possess homo-
geneity properties of the form

Eλφ(f) = Eφ(λf) = |λ|2Eφ(f), f, φ ∈ L2(Rd), λ ∈ C. (3.2)

In fact, Moyal’s identity gives

Eλφ(f) = Eφ(λf)

= −
¨

R2d

|λ|2|Vφf(x, ξ)|2 log(|λ||Vφf(x, ξ)|)2 dxdξ

+ |λ|2‖φ‖2
L2‖f‖2

L2 log(|λ|2‖φ‖2
L2‖f‖2

L2)

= |λ|2
⎛⎝−

¨

R2d

|Vφf(x, ξ)|2 log |Vφf(x, ξ)|2 dxdξ + ‖φ‖2
L2‖f‖2

L2 log(‖φ‖2
L2‖f‖2

L2)

⎞⎠
+ (log |λ|2)(‖φ‖2

L2‖f‖2
L2 − ‖Vφf‖2

L2)

= |λ|2Eφ(f).

In order to discuss continuity for the entropy functional, we restrict ourself and assume 
that the window functions belong to the subspace M1(Rd) of L2(Rd). The main result 
of the section is the following.
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Theorem 3.1. Let Φ be a Young function which satisfies (0.3), φ ∈ M1(Rd) \ 0 and let 
Eφ be as in (0.1). Then the following is true:

(1) Eφ is continuous on Mp(Rd) and on MΦ(Rd), 0 < p < 2;
(2) Eφ is discontinuous on Mp(Rd), 2 � p � ∞.

We need some preparations for the proof of Theorem 3.1. First we observe that 
MΦ(Rd) is in some sense close to M2(Rd).

Lemma 3.2. Let Φ be a Young function which satisfies (0.3). Then

Mp(Rd) ⊆ MΦ(Rd) ⊆ M2(Rd), p < 2, (3.3)

with continuous and dense inclusions, and

lim
p→2−

‖f‖Mp = ‖f‖M2 , when f ∈ Mp0(Rd), for some p0 < 2. (3.4)

For the limit in (3.4) it is understood that the same window function is used in the 
modulation space norms.

Proof. By Proposition 1.14 it follows that MΦ(Rd) is independent of the choice of Φ
outside the interval [0, e− 2

3 ]. It is therefore no restriction to assume that Φ is given by

Φ(t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−t2 log t, t ∈ [0, e− 2

3 ],
1
3e

− 2
3 (t + e−

2
3 ), t ∈ (e− 2

3 ,∞),

∞, t = ∞,

(0.1)′

which is obviously a Young function.
By Remark 1.10 and the limits

lim
t→0+

t2

Φ(t) = lim
t→0+

− t2

t2 log t = 0 and lim
t→0+

t2

Φ(t) = lim
t→0+

− tp

t2 log t = ∞,

when p < 2, it follows from Proposition 1.14 that the inclusions in (3.3) holds and are 
continuous. Since Mp(Rd) is dense in M2(Rd), it also follows that MΦ(Rd) is dense in 
M2(Rd).

The limit in (3.4) follows by straight-forward computations in measure theory (cf. e.g. 
the exercise part of Chapter 3 in [32]). �
Remark 3.3. Let Φ be a Young function which satisfies (0.3). A consequence of Theo-
rem 3.1, Lemma 3.2 and the open mapping theorem is that MΦ(Rd) � M2(Rd).
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Next we show that Eφ is well-defined and finite on MΦ(Rd).

Lemma 3.4. Let Φ be a Young function which satisfies (0.3), f, φ ∈ M2(Rd). Then the 
following is true:

(1) |Vφf(x, ξ)|2 log+ |Vφf(x, ξ)| ∈ L1(R2d) and

¨

R2d

|Vφf(x, ξ)|2 log |Vφf(x, ξ)| dxdξ ∈ [−∞,∞);

(2) if in addition f ∈ MΦ(Rd) and φ ∈ M1(Rd), then

¨

R2d

|Vφf(x, ξ)|2
∣∣ log |Vφf(x, ξ)|

∣∣ dxdξ < ∞.

Proof. The assertion (1) follows from the fact that Vφf ∈ L2(R2d) ∩L∞(R2d), in view of 
Moyal’s identity and the embedding M2(Rd) ⊆ M∞(Rd), ensured by Proposition 1.15
(3).

Since (2) is obviously true when f or φ are identically equal to zero, we may assume 
that f ∈ MΦ(Rd) \0 and φ ∈ M1(Rd) \0. Let φ be chosen as the window function in the 
modulation space norms, C > 1 be a fixed constant and for every f ∈ MΦ(Rd), choose 
the number λ = λf such that

‖f‖MΦ < λ < C‖f‖MΦ .

For conveniency we also let F = Vφf ,

Ω1 = { (x, ξ) ∈ R2d ; |F (x, ξ)| � λe−
2
3 },

Ω2 = { (x, ξ) ∈ R2d ; λe− 2
3 � |F (x, ξ)| � λ }

and

Ω3 = { (x, ξ) ∈ R2d ; |F (x, ξ)| � λ }.

Then ∣∣∣∣∣∣−
¨

R2d

|F (x, ξ)|2 log |F (x, ξ)| dxdξ

∣∣∣∣∣∣ �
4∑

k=1

Jk(f),

where
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Jk(f) = λ2

∣∣∣∣∣∣
¨

Ωk

(
|F (x, ξ)|

λ

)2

log
(
|F (x, ξ)|

λ

)
dxdξ

∣∣∣∣∣∣ , k = 1, 2, 3,

and

J4(f) = | log λ| · ‖f‖2
M2 ,

and the result follows if we prove

Jk(f) < ∞, k = 1, 2, 3, 4. (3.5)

By the definition of Φ and the Orlicz modulation space norm, we have

J1(f) � λ2 � C2‖f‖2
MΦ < ∞,

which shows that (3.5) holds for k = 1.
In order to prove (3.5) for k = 2 and k = 3 we recall that ‖f‖M∞ � ‖f‖M2 � ‖f‖MΦ , 

which implies that |F (x, ξ)| � ‖f‖MΦ . On the other hand, |F (x, ξ)| � ‖f‖MΦ when 
(x, ξ) ∈ �Ω1. A combination of these relations yields |F (x, ξ)| � ‖f‖MΦ when (x, ξ) ∈
�Ω1, which implies that the logarithm in the integral expression of Jk(f) is bounded 
when k = 2 or k = 3. This gives

0 � Jk(f) �
¨

�Ω1

|F (x, ξ)|2 dxdξ � ‖f‖2
M2 � ‖f‖2

MΦ , k = 2, 3,

and (3.5) follows in the cases k = 2 and k = 3.
Finally, for J4(f) we have

0 � J3(f) � | log λ|‖f‖2
M2 � | log λ|‖f‖2

MΦ < ∞,

and the result follows. �
The next lemma gives an essential step when deducing the asserted continuity in 

Theorem 3.1.

Lemma 3.5. Let Φ and φ be the same as in Lemma 3.4. Then

MΦ(Rd) � f �→
¨

R2d

|Vφf(x, ξ)|2
∣∣ log |Vφf(x, ξ)|

∣∣ dxdξ (3.6)

is continuous near origin.
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Proof. The result follows if we prove

−
¨

R2d

|Vφf(x, ξ)|2
∣∣ log |Vφf(x, ξ)|

∣∣ dxdξ → 0 as ‖f‖MΦ → 0, f ∈ MΦ(Rd). (3.7)

Let φ, C, λ and Jk(f) be the same as in the proof of Lemma 3.4. Then

∣∣∣∣∣∣
¨

R2d

|Vφf(x, ξ)|2 |log |Vφf(x, ξ)|| dxdξ

∣∣∣∣∣∣ �
4∑

k=1

Jk(f),

and (3.7) follows if we prove

Jk(f) → 0 as ‖f‖MΦ → 0, f ∈ MΦ(Rd), k = 1, 2, 3, 4. (3.8)

By the definition of Φ and the Orlicz modulation space norm, we have

0 � J1(f) � λ2 � C2‖f‖2
MΦ → 0 as ‖f‖MΦ → 0,

which shows that (3.8) holds for k = 1.
In order to prove (3.8) for k = 2 and k = 3 we recall from the proof of Lemma 3.4

that the logarithm in (3.8) is bounded when k = 2 or k = 3. This gives

0 � Jk(f) �
¨

Ωk

|Vφf(x, ξ)|2 dxdξ � ‖f‖2
M2 � ‖f‖2

MΦ → 0

as ‖f‖MΦ → 0, and (3.8) follows in the cases k = 2 and k = 3.
For J4(f) with ‖f‖MΦ � 1 we have

0 � J4(f) � ‖f‖2
M2 | log ‖f‖MΦ | � ‖f‖2

MΦ | log ‖f‖MΦ | → 0

as ‖f‖MΦ → 0. This gives (3.8) in the case k = 4, and (3.8) follows, and we have proved 
that the map (3.6) is continuous at origin. �

The next lemma concerns estimates for Eφ in transitions between different window 
functions φ. The result is needed in the proof of discontinuity of Eφ on M2(Rd).

Lemma 3.6. Let Φ be a Young function and φ, ψ ∈ M1(Rd) \ 0. Then there is a constant 
C which only depends on φ and ψ such that

Eφ(f) � C(Eψ(f) + ‖f‖2
L2), f ∈ M2(Rd). (3.9)
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Proof. Let f ∈ M2(Rd),

F1 = |Vφf |, F2 = |Vψf | and H = |Vφψ|.

We recall that ‖H‖L1 � ‖φ‖M1‖ψ‖M1 < ∞ in view of [15, Proposition 12.1.2]. Since

S (Rd) � φ �→ Eφ(f0), M2(Rd) � f �→ Eφ0(f) and L2(Rd) � f �→ ‖f‖2
L2 (3.10)

are positively homogeneous of order 2 for every fixed φ0 ∈ S (Rd) \0 and f0 ∈ M2(Rd) \0, 
we reduce ourselves to the case when ‖H‖L1 = 1.

Since M2(Rd) is continuously embedded in M∞(Rd), there is a constant C1 > 0 such 
that ‖Vψf‖L∞ � C1‖Vψf‖L2 for every f ∈ M2(Rd). First assume that φ, ψ and f are 
chosen such that ‖H‖L1 = 1 and

‖F2‖L2 = ‖Vψf‖L2 = e−
2
3 /C1. (3.11)

Then 0 � F2(x, ξ) � ‖Vψf‖L∞ � e−
2
3 . By [15, Lemma 11.3.3] we obtain

0 � F1(x, ξ) � (F2 ∗H)(x, ξ) =
¨

R2d

F2(x− y, ξ − η) dμ(y, η)

� ‖F2‖L∞‖H‖L1 � e−
2
3 .

(3.12)

Here μ is the positive measure given by dμ(y, η) = H(y, η) dydη, giving that
ˆ

R2d

dμ = ‖H‖L1 = 1.

Since t �→ ϕ(t) = −t2 log t is increasing and convex on [0, e− 2
3 ], it follows from (3.12)

and Jensen’s inequality that

E0,φ(f) ≡ −
¨

R2d

F1(x, ξ)2 logF1(x, ξ) dxdξ =
¨

R2d

ϕ(F1(x, ξ)) dxdξ

�
¨

R2d

ϕ

⎛⎝¨

R2d

F2(x− y, ξ − η) dμ(y, η)

⎞⎠ dxdξ

�
¨

R2d

⎛⎝¨

R2d

ϕ (F2(x− y, ξ − η)) dμ(y, η)

⎞⎠ dxdξ

= ‖H‖L1

¨

R2d

ϕ (F2(x, ξ)) dxdξ = E0,ψ(f). (3.13)
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Now choose C0 � max(e, e 5
3C1) such that

‖Vφf‖L2 � C0‖Vψf‖L2 and ‖Vψf‖L2 � C0‖f‖L2 ,

for every f ∈ M2(Rd), which is possible because

f �→ ‖Vφf‖L2 and f �→ ‖Vψf‖L2

are two equivalent norms for M2(Rd) = L2(Rd). Then logC0 � 1. A combination of 
(3.11) and (3.13) gives log(C0‖F2‖L2) � 1 and

Eφ(f) = 2E0,φ(f) + 2‖F1‖2
L2 log ‖F1‖L2

� 2E0,ψ(f) + 2(C0‖F2‖L2)2 log(C0‖F2‖L2)

= 2E0,ψ(f) + 2C2
0‖F2‖2

L2 log ‖F2‖L2 + 2(C2
0 logC0)‖F2‖2

L2

� C(E0,ψ(f) + ‖F2‖2
L2) log ‖F2‖L2 + ‖f‖2

L2),

when C = 2C4
0 logC0. Hence (3.9) follows under the additional condition (3.11). The 

estimate (3.9) now follows for general f ∈ M2(Rd) by the homogeneity of the mappings 
in (3.10), and the result follows. �
Proof of Theorem 3.1. We choose Φ as in (0.1)′. First we prove the continuity for Eφ on 
MΦ(Rd) at origin.

By (3.3) it follows that ‖f‖M2 � C‖f‖MΦ , for some constant C � 1 which is inde-
pendent of f ∈ MΦ(Rd). Hence, for f ∈ MΦ(Rd) with ‖f‖MΦ being small enough we 
obtain ∣∣‖f‖2

M2 log ‖f‖M2
∣∣ � C2 ∣∣‖f‖2

MΦ log(C‖f‖MΦ)
∣∣

� C2 (∣∣‖f‖2
MΦ log(‖f‖MΦ)

∣∣ + (logC)‖f‖2
MΦ

)
→ 0

as ‖f‖MΦ → 0. A combination of the latter continuity and (3.7) now gives

Eφ(f) = −
¨

R2d

|Vφf(x, ξ)|2 log |Vφf(x, ξ)2| dxdξ + ‖f‖2
L2 log ‖f‖2

L2 → 0

as ‖f‖MΦ → 0, f ∈ MΦ(Rd),

and the asserted continuity for Eφ near origin follows.
Next we prove that Eφ is continuous at a general f ∈ MΦ(Rd). Due to the first 

part it suffices to prove that Eφ is continuous outside origin. Therefore assume that 
f ∈ MΦ(Rd) \ 0. By using the homogeneity Eφ(λf) = |λ|2Eφ(f) when f ∈ MΦ(Rd) in 
combination with (3.3), it follows that it suffices to prove the result under the additional 
condition
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‖f‖MΦ + ‖f‖M2 + ‖f‖M∞ < 1.

For conveniency we set F = Vφf , G = Vφg, H = F + G and

J(f, g) ≡

∣∣∣∣∣∣
¨

R2d

(
|H(x, ξ)|2 log |H(x, ξ)| − |F (x, ξ)|2 log |F (x, ξ)|

)
dxdξ

∣∣∣∣∣∣
when g ∈ MΦ(Rd). We have

|Eφ(f + g) − Eφ(f)| � 2
(
J(f, g) +

∣∣‖H‖2
L2 log ‖H‖L2 − ‖F‖2

L2 log ‖F‖L2
∣∣) . (3.14)

If ‖g‖MΦ → 0, then ‖g‖M2 → 0, which implies that ‖H‖L2 → ‖F‖L2 as ‖g‖M2 → 0. 
Hence, by the continuity of t2 log t on [0, ∞), it follows that last modulus in (3.14) tends 
to zero as ‖g‖MΦ → 0. This implies that the asserted continuity follows if we prove

J(f, g) → 0 as ‖g‖MΦ → 0. (3.15)

Let R > 1 be fixed and let

Ω = { (x, ξ) ∈ R2d ; |F (x, ξ)| > R|G(x, ξ)| }.

Then

0 � J(f, g) �
3∑

k=1

Jk(f, g), (3.16)

where

J1(f, g) =

∣∣∣∣∣∣
¨

Ω

(|H(x, ξ)|2 − |F (x, ξ)|2) log |F (x, ξ)| dxdξ

∣∣∣∣∣∣ ,
J2(f, g) =

∣∣∣∣∣∣
¨

Ω

|H(x, ξ)|2 log
∣∣∣∣H(x, ξ)
F (x, ξ)

∣∣∣∣ dxdξ
∣∣∣∣∣∣ ,

and

J3(f, g) =

∣∣∣∣∣∣
¨

�Ω

(
|H(x, ξ)|2 log |H(x, ξ)| − |F (x, ξ)|2 log |F (x, ξ)|

)
dxdξ

∣∣∣∣∣∣ .
We shall estimate Jk(f, g) in suitable ways, k = 1, 2, 3.
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For the integrand in J1(f, g), taken into account that

R|G(x, ξ)| < |F (x, ξ)| < 1,

we have

0 �
∣∣(|H(x, ξ)|2 − |F (x, ξ)|2) log |F (x, ξ)|

∣∣
= −

∣∣|F (x, ξ) + G(x, ξ)|2 − |F (x, ξ)|2
∣∣ log |F (x, ξ)|

� −(2|F (x, ξ)| |G(x, ξ)| + |G(x, ξ)|2) log |F (x, ξ)|

� −
(

2
R

+ 1
R2

)
|F (x, ξ)|2 log |F (x, ξ)|,

which gives

J1(f, g) � −
(

2
R

+ 1
R2

)¨

R2d

|F (x, ξ)|2 log |F (x, ξ)| dxdξ. (3.17)

For the logarithm in J2(f, g) we have∣∣∣∣log
∣∣∣∣H(x, ξ)
F (x, ξ)

∣∣∣∣∣∣∣∣ =
∣∣∣∣log

∣∣∣∣1 + G(x, ξ)
F (x, ξ)

∣∣∣∣∣∣∣∣ � − log
(

1 − |G(x, ξ)|
|F (x, ξ)|

)

� − log
(

1 − 1
R

)
=

∞∑
j=1

R−j

j
�

∞∑
j=1

R−j = 1
R− 1 .

In the second inequality we have used the fact that R > 1 and that |F (x, ξ)| > R|G(x, ξ)|
when (x, ξ) ∈ Ω.

This gives

J2(f, g) �
1

R− 1

¨

Ω

|H(x, ξ)|2 dxdξ

� 2
R− 1

¨

Ω

(|F (x, ξ)|2 + |G(x, ξ)|2) dxdξ

<
2

R− 1

¨

Ω

(|F (x, ξ)|2 + 1
R2 |F (x, ξ)|2) dxdξ,

which in turn gives

J2(f, g) <
2

(
1 + 1

2

)
‖F‖2

L2 . (3.18)

R− 1 R
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Next we estimate J3(f, g). By (3.3) there is a δ0 > 0 such that

|G(x, ξ)| � e−
1
2

(R + 1) , when ‖g‖MΦ < δ0. (3.19)

Since |t2 log t| = −t2 log t is increasing on [0, e− 1
2 ],

|H(x, ξ)| � |F (x, ξ)| + |G(x, ξ)| � (R + 1)|G(x, ξ)| � e−
1
2

and

|F (x, ξ)| � R|G(x, ξ)| � e−
1
2

when (x, ξ) ∈ �Ω by (3.19), we obtain

J3(f, g) �

∣∣∣∣∣∣
¨

�Ω

|H(x, ξ)|2 log |H(x, ξ)| dxdξ

∣∣∣∣∣∣ +

∣∣∣∣∣∣
¨

�Ω

|F (x, ξ)|2 log |F (x, ξ)| dxdξ

∣∣∣∣∣∣
�

∣∣∣∣∣∣
¨

�Ω

|(R + 1)G(x, ξ)|2 log |(R + 1)G(x, ξ)| dxdξ

∣∣∣∣∣∣
+

∣∣∣∣∣∣
¨

�Ω

|RG(x, ξ)|2 log |RG(x, ξ)| dxdξ

∣∣∣∣∣∣
�

(
(R + 1)2 + R2) ∣∣∣∣∣∣

¨

�Ω

|G(x, ξ)|2 log |G(x, ξ)| dxdξ

∣∣∣∣∣∣
+

(
(R + 1)2 log(R + 1) + R2 logR

)¨
�Ω

|G(x, ξ)|2 dxdξ

when ‖g‖MΦ < δ0. A combination of these estimates and the fact that log |G(x, ξ)| < 0
in view of (3.19) gives

J3(f, g) � −
(
(R + 1)2 + R2)¨

R2d

|G(x, ξ)|2 log |G(x, ξ)| dxdξ

+
(
(R + 1)2 log(R + 1) + R2 logR

)
‖G‖2

L2 , ‖g‖MΦ < δ0.

(3.20)

Now let ε > 0 be arbitrary. By Lemma 3.4, (3.3), (3.17) and (3.18) it follows that 
J1(f, g) < ε

3 and J2(f, g) < ε
3 , provided R is chosen large enough. A combination of 

Lemma 3.5, (3.3) and (3.20) shows that there is a positive number δ < δ0 such that 
J3(f, g) < ε when ‖g‖MΦ < δ.
3
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By combining these estimates with (3.16) now gives

0 � J(f, g) < ε when g ∈ MΦ(Rd), ‖g‖MΦ < δ.

This shows that (3.15) holds true, and the continuity for Eφ on MΦ(Rd) follows.
The continuity for Eφ on Mp(Rd), 0 < p < 2 now follows from the fact that Mp(Rd)

is continuously embedded in MΦ(Rd). (See Proposition 1.14.)
It remains to prove the discontinuity for Eφ on Mp(Rd), p � 2, and then it follows from 

Lemma 3.6 that we may assume that φ(x) = π− d
4 e−

1
2 |x|

2 . Since M2(Rd) is continuously 
embedded in Mp(Rd) when p � 2, it suffices to prove the asserted discontinuity for 
p = 2.

We shall investigate Eφ(f) with

f(x) = fλ(x) = π− d
4 λ

d
4 e−

λ
2 |x|2 , λ > 1.

Then ‖φ‖L2 = ‖fλ‖L2 = 1, and by straight-forward computations it follows that

Vφfλ(x, ξ) =
(

λ
1
2

π(λ + 1)

) d
2

e−
i

λ+1 〈x,ξ〉e−
1

2(λ+1) (λ|x|
2+|ξ|2),

and since fλ is L2-normalized we get

Eφ(fλ) = −
¨

R2d

|Vφfλ(x, ξ)|2 log |Vφfλ(x, ξ)|2 dxdξ

=
(

λ
1
2

π(λ + 1)

)d ¨

R2d

hλ

( 1
λ + 1(λ|x|2 + |ξ|2)

)
dxdξ,

where

hλ(t) = e−t

(
t

2 + d log
(
π(λ 1

2 + λ− 1
2 )
))

.

By taking ( λ
λ+1 ) 1

2x and ( 1
λ+1 ) 1

2 ξ as new variables of integrations we obtain

Eφ(fλ) = π−d

¨

R2d

hλ(|x|2 + |ξ|2) dxdξ

= π−d

¨

R2d

e−(|x|2+|ξ|2)
(

1
2(|x|2 + |ξ|2) + d log

(
π(λ 1

2 + λ− 1
2 )
))

dxdξ

= d

(
1
4 + log

(
π(λ 1

2 + λ− 1
2 )
))

.
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This implies

lim
λ→0+

Eφ(fλ) = lim
λ→∞

Eφ(fλ) = ∞ but ‖fλ‖L2 = 1,

which shows that Eφ is discontinuous on L2(Rd) = M2(Rd), and the result follows. �
By Theorem 3.1 and its proof it follows that Lemma 3.5 can be improved into the 

following.

Lemma 3.5′. Let Φ and φ be the same as in Lemma 3.4. Then

MΦ(Rd) � f �→
¨

R2d

|Vφf(x, ξ)|2
∣∣ log |Vφf(x, ξ)|

∣∣ dxdξ
is locally uniformly continuous.

Remark 3.7. In view of Theorem 3.1 and its proof it follows that (2) in that theorem can 
be extended into the following:

(2)′ Eφ in (0.1) is locally uniformly continuous on Mp(Rd) and on MΦ(Rd), 0 < p < 2, 
and discontinuous on Mp(Rd) for 2 � p � ∞.

Remark 3.8. Let A ∈ M(d, R) and Φ be a Young function which fullfils (0.8). We claim 
that there is a symbol a in M2(R2d) (which is close to Mp,p′(R2d) when p > 2 is close 
to 2) such that the map (2.31) is discontinuous. (Cf. Example 2.11.)

In fact, by Remark 3.3, there are f1 ∈ M2(Rd) \MΦ(Rd) and f2 ∈ S (Rd) \ 0. Then 
a = WA

f1,f2
∈ M2(R2d). By (1.25) it follows that

OpA(a)f(x) = (2π)− d
2 (f, f2)L2f1(x) ∈ M2(Rd) \MΦ(Rd)

for every f ∈ S (Rd) ⊆ MΦ(Rd) which is not orthogonal to f2, and the asserted discon-
tinuity follows.

Data availability

No data was used for the research described in the article.

Appendix A. STFT projections on Orlicz modulation spaces

In this appendix we first recall some facts on projections on Orlicz modulation spaces 
which appear after compositions between short-time Fourier transforms and their ad-
joints.

Thereafter we apply our results to give a proof of Proposition 1.16.
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A.1. STFT projections and twisted convolutions

Let s � 1
2 . If φ ∈ Ss(Rd) \ 0, then it follows from Fourier’s inversion formula that

Id = IdS′
s

=
(
‖φ‖−2

L2

)
· V ∗

φ ◦ Vφ, (A.1)

is the identity operator on S ′
s(Rd). The same and following results hold true with Σs and 

S in place of Ss at each occurrence. The identity (A.1) is equivalent to Moyal’s identity 
(3.1). If we swap the order of this composition we get certain types of projections. More 
precisely, let

Pφ ≡ ‖φ‖−2
L2 · Vφ ◦ V ∗

φ . (A.2)

We observe that Pφ is continuous on Ss(R2d), L2(R2d) and on S ′
s(R2d) due to the 

mapping properties for Vφ and V ∗
φ .

It is clear that P ∗
φ = Pφ, i.e. Pφ is self-adjoint. Furthermore,

P 2
φ = ‖φ‖−2

L2 · Vφ ◦
(

‖φ‖−2
L2 · V ∗

φ ◦ Vφ︸ ︷︷ ︸
The identity operator

)
◦ V ∗

φ = ‖φ‖−2
L2 · Vφ ◦ V ∗

φ = Pφ,

giving that Pφ is an orthonormal projection, that is,

P ∗
φ = Pφ and P 2

φ = Pφ. (A.3)

The ranks of Pφ are given by

Pφ(Ss(R2d)) = Vφ(Ss(Rd)) and Pφ(S ′
s(R2d)) = Vφ(S ′

s(Rd)). (A.4)

In fact, if F ∈ S ′
s(R2d), then

PφF = Vφf, (A.5)

where f = ‖φ‖−2
L2 V ∗

φ F ∈ S ′
s(Rd). This shows that Pφ(S ′

s(R2d)) ⊆ Vφ(S ′
s(Rd)). On the 

other hand, if f ∈ S ′
s(Rd) and F = Vφf , then

PφF =
(
Vφ ◦

(
‖φ‖−2

L2 · V ∗
φ ◦ Vφ

))
f = Vφf,

which shows that any element in Vφ(S ′
s(Rd)) is equal to an element in Pφ(S ′

s(R2d)), 
i.e. Pφ(S ′(R2d)) = Vφ(S ′(Rd)). The same holds true with Ss in place of S ′

s at each 
occurrence, and (A.4) follows.

Remark A.1. Let F ∈ S ′
s(R2d). Then (A.4) shows that F = Vφf for some f ∈ S ′

s(Rd), 
if and only if
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F = PφF. (A.6)

Furthermore, if (A.6) holds, then F = Vφf with

f = (‖φ‖−2
L2 ) · V ∗

φ F. (A.7)

Let F ∈ Ss(R2d) and φ ∈ Ss(Rd) \ 0. Then by expanding the integrals for Vφ and V ∗
φ

in (A.2) one obtains

PφF = ‖φ‖−2
L2 · Vφφ ∗V F, F ∈ S ′(R2d), (A.8)

where the twisted convolution ∗V is defined by

(F ∗V G)(x, ξ) = (2π)− d
2

¨

R2d

F (x− y, ξ − η)G(y, η)e−i〈y,ξ−η〉 dydη, (A.9)

when F, G ∈ Ss(R2d). We observe that the definition of ∗V extends in different ways. For 
example, Young’s inequality for ordinary convolution also holds for ∗V . Moreover, the 
map (F, G) �→ F ∗V G extends uniquely to continuous mappings from Ss(R2d) ×S ′

s(R2d)
or S ′

s(R2d) × Ss(R2d) to S ′
s(R2d). By straight-forward computations it follows that

(F ∗V G) ∗V H = F ∗V (G ∗V H), (A.10)

when F, H ∈ Ss(R2d) and G ∈ S ′
s(R2d), or F, H ∈ S ′

s(R2d) and G ∈ Ss(R2d).
Let f ∈ S ′

s(Rd) and φj ∈ S(Rd), j = 1, 2, 3. By straight-forward applications of 
Parseval’s formula it follows that

(
(Vφ2φ3) ∗V (Vφ1f)

)
(x, ξ) = (φ3, φ1)L2 · (Vφ2f)(x, ξ), (A.11)

which is some sort of reproducing kernel of short-time Fourier transforms in the back-
ground of ∗V . (See also Chapter 11 in [15].)

A.2. Applications to Orlicz modulation spaces

We have now the following which essentially follows from Proposition 4.3 and its proof 
in [10].

Lemma A.2. Let Φ and Ψ be Young functions, φ ∈ Σ1(Rd) be such that ‖φ‖L2 = 1 and 
let ω ∈ PE(R2d). Then the following is true:

(1) Pφ from Σ′
1(R2d) to Vφ(Σ′

1(Rd)) restricts to a continuous projection from LΦ,Ψ
(ω) (R2d)

to Vφ(MΦ,Ψ(Rd));
(ω)
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(2) if F ∈ LΦ,Ψ
(ω) (R2d) and f = V ∗

φ F , then Vφf = PφF and

‖f‖MΦ,Ψ
(ω)

� ‖PφF‖LΦ,Ψ
(ω)

� ‖F‖LΦ,Ψ
(ω)

, f = V ∗
φ F. (A.12)

Proof. By (A.5) and Remark A.1, the result follows if we prove (A.12).
Let v ∈ PE(R2d) be submultiplicative such that ω is v-moderate. By (A.8) we have

|F ∗V G| � |F | ∗ |G|.

Hence (A.5) and (A.9) give

‖f‖MΦ,Ψ
(ω)

� ‖Vφf‖LΦ,Ψ
(ω)

= ‖PφF‖LΦ,Ψ
(ω)

� ‖|F | ∗ |Vφφ|‖LΦ,Ψ
(ω)

� ‖F‖LΦ,Ψ
(ω)

‖Vφφ‖L1
(v)

.

The asserted continuity now follows from the fact that for some r > 0 we have

v(x, ξ) � er(|x|+|ξ|) and |Vφφ(x, ξ)| � e−2r(|x|+|ξ|),

in view of Proposition 1.1 and (1.9). �
Proof of Proposition 1.16. We have

|(F,G)L2(R2d)| � ‖F‖LΦ,Ψ
(ω)

‖G‖
LΦ∗,Ψ∗

(ω)

when F, G ∈ Σ1(R2d), by Hölder’s inequality for Orlicz spaces (cf. e.g. [20,29]). By 
Hahn-Banach’s theorem it follows that the map (F, G) → (F, G)L2(R2d) from Σ1(R2d) ×
Σ1(R2d) to C extends to a continuous map from LΦ,Ψ

(ω) (R2d) × LΦ∗,Ψ∗

(ω) (R2d) to C.
If φ ∈ Σ1(Rd) \ 0 satisfies ‖φ‖L2 = 1, f ∈ MΦ,Ψ

(ω) (Rd) and g ∈ MΦ∗,Ψ∗

(ω) (Rd), we 
now use Moyal’s identity to define (f, g)L2(Rd) = (Vφf, Vφg)L2(R2d), which satisfies the 
requested properties, because

|(f, g)L2(Rd)| = |(Vφf, Vφg)L2(R2d)|
� ‖Vφf‖LΦ,Ψ

(ω)
‖Vφg‖LΦ∗,Ψ∗

(ω)
� ‖f‖MΦ,Ψ

(ω)
‖g‖

MΦ∗,Ψ∗
(ω)

,
(A.13)

and the continuity extension in (1) follows. Suppose from now on that Φ and Ψ in 
addition satisfy the Δ2-condition. Then Σ1(Rd) is dense in MΦ,Ψ

(ω) (Rd) which implies 
that the latter continuity extension is unique.

Next suppose that T is a continuous linear form on MΦ,Ψ
(ω) (Rd). Then

T1(Vφf) ≡ T (f)

satisfies



A. Gumber et al. / Journal of Functional Analysis 286 (2024) 110225 45
|T1(Vφf)| � |T (f)| � ‖f‖MΦ,Ψ
(ω)

� ‖Vφf‖LΦ,Ψ
(ω)

.

Hence T1 is a continuous linear form on Vφ(MΦ,Ψ
(ω) (Rd)). Since the injection from 

Vφ(MΦ,Ψ
(ω) (Rd)) to LΦ,Ψ

(ω) (R2d) is norm preserving, it follows by Hahn-Banach’s theorem 

that T1 extends to a linear form on LΦ,Ψ
(ω) (R2d)) with the same norm. By [29] it follows 

that the dual of the latter space is equal to LΦ∗,Ψ∗

(1/ω) (R2d) through the ( · , · )L2(R2d) form. 
Hence

T1(F ) = (F,G)L2(R2d) =
¨

R2d

F (x, ξ)G(x, ξ) dxdξ, F ∈ LΦ,Ψ
(ω) (R2d),

for some fixed G ∈ LΦ∗,Ψ∗

(1/ω) (R2d)) which satisfies

‖G‖
LΦ∗,Ψ∗

(1/ω)
� ‖T1‖ = ‖T‖. (A.14)

By Lemma A.2 we also have PφG = Vφg for some g ∈ MΦ,Ψ
(ω) (Rd). A combination of 

these identities and Moyal’s identity gives that for any f ∈ MΦ,Ψ
(ω) (Rd) we have

T (f) = (Vφf,G)L2(R2d) = (PΦ(Vφf), G)L2(R2d)

= (Vφf, PφG)L2(R2d) = (Vφf, Vφg)L2(R2d)

= (f, g)L2((Rd)),

(A.15)

which gives (2).
Finally, by (A.13) it follows that ‖f‖ � ‖f‖MΦ,Ψ

(ω)
when f ∈ MΦ,Ψ

(ω) (Rd).

On the other hand, let f0 ∈ MΦ,Ψ
(ω) (Rd) be fixed and let T be the linear form on 

{ λf0 ; λ ∈ C } ⊆ MΦ,Ψ
(ω) (Rd) given by

T (λf0) = λ‖f0‖MΦ,Ψ
(ω)

.

Then ‖T‖ = 1. By Hahn-Banach’s theorem, there is a G ∈ LΦ∗,Ψ∗

(1/ω) (R2d)) such that T
extends to a form on MΦ,Ψ

(ω) (Rd) and such that (A.14) and (A.15) hold. Since ‖g‖
MΦ∗,Ψ∗

(1/ω)
�

‖G‖
LΦ∗,Ψ∗

(1/ω)
in view of Lemma A.2 we get by choosing f = f0 that

‖f0‖MΦ,Ψ
(ω)

= T (f0) = (f0, g)L2 � sup |(f0, g)L2 | = ‖f0‖,

where the hidden constants are independent of f0 ∈ MΦ,Ψ
(ω) (Rd). Here the supremum 

is taken over all g ∈ MΦ∗,Ψ∗

(1/ω) (Rd) such that ‖g‖
MΦ∗,Ψ∗

(1/ω)
� 1. Consequently we have 

‖f‖MΦ,Ψ � ‖f0‖, giving that (1), and thereby the result follow. �

(ω)
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